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Abstract

Studies at schools and universities are becomieg more compact and compressed; therefore, the
content of automatic control engineering, autonratiechnology and control engineering must be
transferred from theory into practice immediatetfjagently, effectively and seamlessly.

With the middleware-based data acquisition, disttibn and presentation tool such as a
middleware experimental equipment, the theoreticateatment, simulation and testing of
automation scenarios can be structured step by ateghey are in industry so they are easy to
understand and can be traced practically.

With the help of the middleware, each individuéldeatory experiment on the network
(Ethernet/Modbus) can be made accessible to sewtualents. In principle, this works like a
network printer.

The network of individual laboratory experimentsaleles several students in any individual
laboratory experiments to access the network viddieivare

1. Introduction

Universities and schools identified the relevantapzeter of a close combination of theoretically
and practically education. The majority of educadioinstitutions are willing to enhance and proof
their student’s education in both fields.

A middleware-based training system for control autiomation offers the opportunity to enable
university and school laboratories to combine tegoal education with state of the art technology.
One of the biggest advantages is the use of standdustry components to also give the student



the chance to familiarize themselves with thesarelogies. Flexibility in hardware and software
components utilized for the training enriched threeflom of education and the development in the
regarding industries.

2. Learning Objectives

The middleware based training system for contrdl amomation will focus on

Control Systems, in terms of theoretical understandontroller design, simulation and

automation technology, in terms of automated cdletrdesign and process automation.

Distributed and heterogeneous systems are commarowadays industries data environment.
Functionalities of the middleware based trainingtem are to represent the automation technology
and automatic control engineering data flow in ¢gbindustry processes. These functionalities are,
but not limited, to process data acquisition, distribution within the whole scope of automated
processes as well as data presentation and siondati

3. Immediate Knowledge Utilization

The compressed and compact studies at schools @mdrsities create a need for immediate
knowledge utilization — from theory to practicaleegises. Especially the topics of automatic
control engineering and automation technology havee transferred efficiently and seamlessly.
Utilizing a middleware based physical experimeutttieory can be applied immediately.

4. Basics of Middleware

The Abstraction of process layer and applicatigredas one of the main functions of a middleware.

Independent ability of choice for the sensors duaors as well as their regarding communication
protocols on the one hand and application indeperedéor e.g. graphical user interface, simulation

tools, data acquisition tools and data analysishenother hand is the common understanding of a
middleware.

4.1. Middleware Architecture Overview

The middleware abstracts connections between nadédsrepresents them to the application as
publisher/subscriber relations. However, the edficy of this abstraction highly depends on the
nature of the underlying connections.

Peer to peer connections, like TCP/IP sockets.alvantage of a peer to peer connection is that it
allows straightforward packet filtering based on ®AMedia Access Control) addresses. An error
correction mechanism is usually easy to implemiemtexample, by resending, because both sides
are aware of each other’s state. The disadvanfgmgenoto peer connection is that in the case of 1-
and n-1 connections the overall overhead is a plgétive of n.



Multicast connections like UDP datagram sent at bmeadcast address. The advantage of
multicasting lies in fixed overhead for 1-n conmnees. However using UDP might expose difficult
Quality of Service problems and middleware managemeoblems. This problem, which is not
specific to middleware, was recognized by IETF€ltnet Engineering Task Force) and a series of
standards was designed to provide more efficiamisiport protocols suitable for 1-n connections. In
particular IGMP (Internet Group Management Protpemid PGM (Pragmatic General Multicast)
are of special interest for middleware.

4.1.1.Test environment

The testbed network was comprised out of 6 idehtioaputers running MicrosdftWindows’
Server 2003 Standard Edition:

* Intel® Pentium® 4 Processor 519 (3.06 GHz);

* Mainboard with FSB 533 MHz;

750 MB DDR SDRAM PC400;

80 GB HDD;

NET- 3COM 3C2000, gigabit network card,;

The computers were interconnected using CISCO ¢tab60 switch.
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Figure 1 illustrates the simulation configuratidme hosts 1..6 simulated the nodes of a distributed
control system connected via middleware. Each hast the middleware, in this particular
environment the middleware LabMap®, and a testiegipbn simulating data distribution and
estimating Quality of Service.

Time Synchronization

The middleware nodes are responsible for time stagnpf the values of the variables and the
events related to them. Time stamping requires ajipkapplicable time stamps, which can be
stored, restored and transmitted over the netw®iks inevitability requires applying UTC
(Universal Coordinated Time) timestamps rather tloaal political time.

The absolute accuracy of the time stamps is usualtyrequired to be very exact. Normally £1s
would be suitable for all purposes. At the sameetitme relative accuracy within the distributed



system need to be much better. The relative cleaekling on different nodes have to be far under
1ms accuracy margin.

There are two scenarios of synchronizing timestaimgise system:

Synchronization of the time sources. For exampjeusing synchronized atomic clocks, or by
distributing time signals of the same clock amolhgaticipants.

Translation of the time stamps to one base.

The first approach is more universal but also negensive and fragile. It also presents a difficult
maintenance problem by requiring an access to atligpants. With the second approach the
clocks of data sources remain intact, but the staenps are adjusted as they arrive at the subscribe
side.

The utilized middleware offers both options.

4.2.Quality of Service Measurement (QoS)

To reduce the dimensionality of the result spacecambined the number of variables n, and the
publishing periodAt into an integral parameterAt/ which characterizes the number of middleware
variables state changes per second. We discovhegdthie values of nt is a key factor that
influences QoS. Within wide bounds, the number afiables can be safely increased when the
publishing period is prolonged and reverse.

Losses

Figure 2 and 3 represent losses by uni- and matticarrespondingly. As expected, multicast data
distribution does not depend on the number of silllss. The performance of unicast distribution
degrades with the number of subscribers. The maxhenges frequency in both cases was about
104 state changes per second. This practically sp¢hat for e.g. 500 variables could be published
no more frequently then 50ms period. An importdrgesvation about multicast distribution was an
abrupt rise of losses in the transition area. lansethat a multicast based system should be planned
more thoroughly to have more spare resources thecast- based system.
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Figure 2 - Unicast losses under stress load
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Figure 3 - Multicast losses under stress load
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4.3. Application example — Applied Middleware

Within the scope of transferring theory of conteolland automation engineering to practical
experiments the didactics let the education oceandessly in the steps:

Theory (offline)
- Controller Design
- Simulation
- Practical component (online)
- Testing and Evaluation using the network experiment
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Figure 4 — system overview and hardware setting

Remark: Experiments with a flexible real time regment (>10ms) can be operated under MS
Windows without an additional real time environment

4.4.Example control engineering

Digital PD Controller

Results from the M-File (MATLAB/Simulink)

The Connection between the Simulation tool MATLABBIink and the underlying hardware
representing the process to be controlled are abedger middleware. The connectivity is enabled
by basically two main functionalities of a middlewathe ability to receive and send values to/from
the simulation tool and the hardware.



Simulation Tool: MATLAB/Simulink
Hardware: DC Engine with amplifier and decentralizperipherals (digital and analog 1/O)
connected via Modbus/TCP.
The middleware - MATLAB/Simulink interface is estsbed through a library of MATLAB s-
functions, which encapsulates the standard middieyweogramming interface, written with the ¢
programming language.
The two middleware functionalities are:
Get — Reads the value of the variable in a safe wag. quaranteed that the read value bits and
timestamp are consistent. The application is retiefrom the burden of locking the value in
presence of concurrent tasks accessing it. Thecagiph is unaware of the value source and the
policy used to actualize or obtain the value.
Send- Initiates writing the value on the underlying dhaare. The application is unaware of the
actions the hardware undertakes upon send.

Remark: To achieve a comparison of simulated cdetrdoehavior and applied controller
behavior we slow down MATLAB/Simulink to soft retaine system.

4.5.Controller Design Theory
Within the calculation for the controller we utiéizhe following procedure and formula:

If the transfer function for the PD controller isrwbted by
_U(s) _ Kr@+Tys)
“es) 1+T.s
The open loop transfer function yields
G, = Kr(1+Tys), KK, @)
1+Tgs (1+T,s)(1+T,9)
If T2>T1, and we set TD=T1, we get for the contolllesign the following expression

d=closed loop damping ratio (3)

_(T,+Ty)°
4T,T,d This leads to the digital PD controller with theeffccients
Kr (T, +T, KrT T,
0= T(?I-T o) i PTTon @
0 st 0 st 0 st

Of the digital PD controller
U, =008 + 018 + PUyy ()



4.6. M-File for the controller design

% DC drive with PD controller in the lab
%Transfer function of the identified DC drive

num = 7224.073z
den =[1 13.63312 23.8944

p = roots(der
t1 =-1/ min(real(roots(den)

t2 =-1/ max(real(roots(den)

ke = num/den(3
km = 1/ke

%desigrof PD controlle
td=11

tst=8*t2

d=0.70°
kr=((t2+tst)"2/(t2*tst*4*d"2)-1

%ccefficient of digital PD controlle
t0=0.01

gqO=kr*(t0+td)/(t0O+tst
g1=-(kr*td)/(tO+tst)
pl=tst/(t0+tst

4.7.Practical Component

% numerator of the dri
% denominator of tt drive

% rea roots ofden(s
% smal time constar

% large time constar

% speed/volta¢ converte
% output/inpu for unit feedbac

% td = 0.086

% tst = 3.872

% damping ratio = 4%
% find kr = 4.064(

% sample tim
%00=0.1009¢
%0Q1=-0.09048:
%p1=0.997:

Executing the controller as calculated afore weaterghe following MATLAB/Simulink model.
“Get” and “Send” are the interfacing to the utilizeniddleware. The comparison of the calculated
controller by system identification via middlewdfeet/Send) and the applied controller is done in

this model and shown in figure 4 and 5.
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Figure 5 — simulated and real closed loop controlte
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Figure 6 - simulated and real step response

5. Networking Experiment via Middleware

5.1.0ne for all — Networking

From the individual laboratory experiment to théwak experiment.

The networking of individual laboratory experimem@sables several students in any individual

laboratory experiment to access the network viadieidare.

Utilizing the middleware, each individual laborat@xperiment on the network (Ethernet/Modbus)
can be made accessible to several students. loiganthis works like a network printer.

The following figure 6 illustrates the network exipeent in the so called setting “one for all” —
meaning one hardware experimental unit far sestualents to be used. In this case the middleware
is not only responsible for the linking of the siation tool and the hardware but also for the
networking functionality in a distributed laboragoenvironment connecting several workstations

with one hardware experiment.
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Figure 7 - one for all — Networking



5.2. All for all — Networking

The concept “one for all” is also well suited foodernizing existing laboratory experiments and
making them network capable. Additionally the setafi a network capable distributed laboratory
can be a matched with the setting of several haielwaperiment sets and workstations, again all
connected via middleware —"all for all’. This givesnew approach in distrusted control and
automation.
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Figure 8 - all for all - Networking

5.3. Automation Technology

The third approach of a distributed middlewarehs hardware and software simulation of real
industry processes as e.g. the collaboration oérsésensoring/actuating processes; all observed
from one control station and centralized data aition (SCADA — Supervisory Control and Data
Acqusition)
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Figure 10 - multi tooling

5.4.Distributed, heterogeneous simulation by multi toahg

Further approaches of a middleware based systentharenulti tooling. The ability of utilizing
several tools, such as e.g. popular simulatiorstbké MATLAB/Simulink, LabView or WinFact,
gives the opportunity of distributed control andltcomparison in one network. As described in
figure 8 simulation and visualization is done symctously and well arranged, even with various

settings of hardware.

5.5.Reference Middleware

The middleware utilized for the afore describedpases as for Training systems for control and
automation engineering is the well recommended lewdare LabMap® (see also VDI/VDE 2657

Middleware in Automation)
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