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Editorial

Dear Readers — This second SNE issue of the year 2015, the special issue ‘ Smulation of Technical Systems — Methods, Tools &
Applications’, compiled by the guest editors Thorsten Pawletta (Univ. od Applied Sciences Wismar) and Heinz-Theo Mammen (Hel-
la Corporate Center GmbH, presents selected extended contributions from an ASIM workshop on this subject. Indeed the broad va-
riety of the contributionsis very impressive and shows, that modelling and simulation is part of almost all research and develop-
ment processes for technical systems. The term ‘ Technical System’ must be seenin a very general an interdisciplinary context, from
design via implementation to operation of a technical systems, as the contributions prove.
The cover page shows the 2™ variation of the algorithmic art design, which Vlatko Ceric, past president of CROSSM, has provided
for the cover pages of SNE Volume 25. Algorithmic art is visual art generated by algorithms that completely describe creation of
images. The technique used for the picture seriesis alienation of ‘classic’ pictures by mainly geometric algorithms — each of the
three variations is based on the same classic picture, alienated by the same algorithm, bus with different parameters.

I would like to thank all authors for their contributions, and especially the guest editors of this special issue, who helped to
continue the series of SNE special issues, and last but not least thanks to the ARGESIM SNE layout staff for typesetting, prepara-
tions for printing, and web programming for electronic publication of this SNE issue.

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker @tuwien.ac.at
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Reader’s Info

Simulation Notes Europe publishes peer reviewed Tech-
nical Notes, Short Notes and Overview Notes on developments
and trends in modelling and simulation in various areas and in
application and theory, with main topics being smulation as-
pects and interdisciplinarity.

Individual submissions of scientific papers are welcome, as
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conferences of EUROSIM societies.
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as conferences and workshops with special emphasis.

Furthermore SNE documents the ARGESIM Benchmarks
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(Benchmark Notes). Special Educational Notes present the use
of modelling and simulation in and for education and for e-
learning.

SNE is the official membership journal of EUROSIM, the
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ARGESIM (DOI prefix 10.11128).

Print SNE, high-resolution Online SNE, full SNE Archive,
and source codes of the Benchmark Notes are available for
members of EUROSIM societies.

SNE Print ISSN 2305-9974, SNE Online ISSN 2306-0271
SNE Issue 25(2) August 2015 doi: 10.11128/sne.25.2.1029

- www.sne-journal.org

#=7 office@sne-journal.org, eic@sne-journal

D><] SNE Editorial Office, c/o ARGESIM / DWH,
Neustiftgasse 57-59, 1070 Vienna, Austria



Simulation Notes Europe

Scientific Board and Authors’ Info

SN

Editorial SNE Special Issue ‘Simulation of Technical
Systems — Methods, Tools & Applications’

Modelling and Simulation is an important approach for
development and operation of technical systems for
many years. Accordingly, the ASIM sections Smulation
of Technical Systems and Foundations and Methods in
Modelling and Smulation organize an annual workshop
focussed on several topics regarding the simulation of
technical systems and general methods and tools in this
broad field.

This special issue presents six selected papers from
the workshop held in Stralsund, Germany, in June 2015
and locally organized by professor Christine Wahmkow
and her team from the University of Applied Sciencesin
Stralsund. The selected contributions show the wide
range of methods and tools used and some considered
applications.

The methodological oriented article Potential of Dy-
namically Adaptable Smulation Models for Virtual
Commissioning by Puntel Schmidt and Fay investigates
the potential of dynamically adaptable simulation mod-
els for virtual commissioning of control code deployed
on Programmable Logical Controllers.

Deatcu et a. present in the contribution MATLAB/
Smulink Based Rapid Control Prototyping for Multi-
vendor Robot Applications a MATLAB/Simulink tool-
box for rapid control prototyping (RCP) of multivendor
robot applications. After a general discussion of apply-
ing the RCP approach for developing industrial robot
controls, the design and usage of an appropriate toolbox
is described.

Gomez and Lampe also present a tool devel opment
using MATLAB in the third contribution of this issue,
Towards a Newer Toolbox for Computer Aided Poly-
nomial Design of Sampled-Data Systems. It presents
new ideas to update the DIRECTSD toolbox, which re-
alizes recently developed polynomia methods for the
analysis and optimal design of sampled-data systems.

The fourth contribution Smulating a Pneumatics
Network using the Modelica Fluid Library by Drente
and Junglas discusses modelling and simulation of a
pneumatic network using the Modelica Fluid Library
(MFL). It highlights advantages and problems of the
MFL to solve such applications.

Markwirth et al. present in Efficient Modelling of Het-
erogeneous Battery Management Systems a simulation
environment for the design of battery management sys-
tems (BMS) based on the modelling languages SystemC
and SystemC-AMS. Moreover, they describe the inte-
gration of BMS in COSIDE a design environment for
heterogeneous systems.

The sixth contribution Design and Optimization of
an Energy Manager for an Office Building by Majetta et
al. presents objectives and results of the research project
enerMAT. A core of enerMAT is the development of
Building Energy Management Systems (BEMS) based
on simulation and optimization methods.

The contribution by Franz Preyser et al., Implemen-
tation of Hybrid Systems Described by DEV&DESS in
the QSS Based Smulator PowerDEVS, combines two
new approaches for implementation of hybrid systems —
DEV&DESS with QSS, the Quantized State System.
The authors present a method for implementing hybrid
models, formulated as DEV&DESS, in the QSS based
simulator PowerDEV S,

The last contribution Domain-Specific Languages
for Flexbily Experimenting with Stochastic Models by
Peng et a. discusses and illustrates, how domain specif-
ic languages can be used to specify simulation experi-
ments. The authors emphasize on stochastic models,
where several problems arise in specifying simulation
experiments, such as probability estimation, tolerating
stochastic noises, and robustness measurement.

The editors would like to thank all authors, who
have contributed to this special issue, and we thank es-
pecialy for the additional work in improving, extend-
ing, and correcting the contributions from the workshop.

Thorsten Pawletta, thorsten.pawl etta@hs-wismar .de
University of Applied Sciences Wismar, Germany

Heinz-Theo Mammen , Heinz-Theo.Mammen@hella.com
Hella Corporate Center GmbH, Lippstadt, Germany

Guest Editors SNE Special Issue
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Abstract. Virtual commissioning (VC) is used to test
control code deployed on Programmable Logical Control-
lers. Simulation models of a plant are the core of any VC
approach. Simulation models should represent the plant
in a way so that the correct process execution can be
tested under customers’ conditions. Simulation models
of a plant are usually not built monolithically, but by
many partial simulation models that represent the mod-
ules or components of the investigated plant. To ensure
that the VC is efficient and provides helpful results, these
partial simulation models can be implemented at differ-
ent levels of detail, depending on the current test scenar-
io. Usually, the definition of the modules’ and compo-
nents' level of detail is fixed. However, situations exist
where more than one level of detail can be adequate. A
dynamically adaptable level of detail seems beneficial to
e. g. keep computing time at a reasonable level and to
ensure meaningful results of the plants simulation mod-
el. However, no method or approach exists so far to
handle a dynamically adaptable level of detail. The paper
presents the research results of the authors on virtual
commissioning and focuses on a simulation point of view
and is organized as follows: In Section 1, a brief descrip-
tion is given on how to define the right granularity of
simulation models used for virtual commissioning. Based
on these results, several levels of detail and model types
that can be used for a VC approach are introduced in
Section 2. In Section 3, situations are described where
more than one level of detail is suitable. In Section 4 and
Section 5, potentials and challenges of a dynamically
adaptable level of detail are dicussed and possible solu-
tion contributions that could yield benefits for a VC ap-
proach are shown.

Introduction

Simulation models that represent the investigated plant
are the basis of any virtual commissioning (VC) ap-
proach. Usually, these simulation models represent
specific elements of a plant like modules and compo-
nents [1] and are built by many partial simulation mod-
els. From a mechatronic point of view [2], these partial
simulation models simulate modules that can be seen as
noteworthy elements of the overall system and be de-
scribed as substantial function holders.

Modules realise specific processes or tasks within
the plant and bundle their capabilities together to per-
form the plants greater purpose. Modules themselves are
comprised of (hierarchically lower and granular finer)
components like sensors, actors and others (Figure 1).
Components as typical elements of a module perform -
in cooperation and together with an appropriate control-
ler - the specific process/task of the module.

®

Components withina
module

Module

Sensor

Conveyor 4

Figure 1: Components within a module.

The granularity of a simulation (what components or
modules of a plant are modelled at which level of detail
by which model types) takes a high impact on the simu-
lation itself. The more variations of specific elements
exist (which widens solution space n), the more difficult
it is to realise a simulation model. This applies particu-
larly to an adaptive level of detail, where by principle n
elements can be described by m models.
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While the number of different model types at differ-
ent levels of detail and thus the overall number of mod-
els increases, kind and quantity of interfaces between
these models increase as well (see also Section 2.1). As
stated by Haberfellner et al. [3], the overall simulation
model becomes consequently more detailed by increas-
ing the number of interfaces. Rabe et al. [4] refers to
Chwif et al. [S] and Robinson [6], stating that the intri-
cacy of a simulation model is highly depending on the
used level of detail. Eventually, a high and complex
level of detail combined with a large amount of possible
model types increase the necessary effort on validation
of partial parts as well as of the entire model.

As a conclusion, only few specific parts of a manu-
facturing plant should be simulated at a high and com-
plex level of detail, depending on the specific use case.
The largest part of a manufacturing equipment model
should be kept as easy as possible, easy to validate.
Concerning the level of detail, the following rule should
apply: As abstract and less complex as possible, as
complex and detailed as needed [7]. Number and kind
of specific levels of detail and model types should be
restricted.

1 Defining the Right Granularity
of Simulation Models

To approach a systematic definition of sensible lev-els
of detail for simulation models used for VC, the appro-
priate granularity of simulation models should be clari-
fied by means of appropriate model types. Auto-mated
plants are structured hierarchically, describing the struc-
ture and arrangement of typical elements like sensors,
actors and others. Accordingly, a hierarchical perception
on plants can be promising. From operator to operator
plant hierarchies might be distinguished in detail, which
is why a universal, holistic view on plants is not possi-
ble without further investigation. Essentially, the well-
known systems engineering approach on hier-archy
within a system can be determined as a standard [3]
when investigating structure and arrangement of auto-
mated plants and its involving elements. Furthermore,
the data model of the digital plant regarding to VDI4499
[8] should be given one’s careful consideration as ap-
propriate database for elements or objects to be identi-
fied when looking at a plant’s hierarchy and, in the end,
architecture.

Therefore, as a prerequisite, the systems’ architec-
ture should be processed in a way so that further inves-
tigation is possible. According to Systems Engineering
standards ([3], [9]) it is common to decompose a system
into smaller elements like subsystems, modules and
components. Components describe the smallest ele-
ments of a plant worth to be considered [28] and are not
being split into granularly finer parts. Components rep-
resent typical resources like sensors, actors, conveying
belts and others. They do not perform processes on their
own but in cooperation. Strong interacting components
can therefore be described as typical function holders
within the automated plants. These function holders in
form of (granular more roughly decomposed) modules
perform the customers’ defined processes based on the
interaction of the planned and dimensioned components.
Modules can therefore be seen as to be identified parts
of the plant that should be individually simulated at an
appropriate level of detail. Thus, in preparation to fur-
ther investigation, it is important to identify modules of
a system that can be mapped onto the implemented
processes. The first step should be to investigate the
systems’ architecture.

To identify modules as substantial function holders
within the plant, the system architecture DSM, compris-
ing of components and their interrelationships, can be
used [10]. The DSM is represented as an n-square (N?)
matrix where components label the rows and columns
and are °[...] set in relationship to each other by enter-
ing marks or values in the DSM cells’ [9]. The rela-
tionship can either be binary or, preferably, numerical
[10]. Numerical values are advantageous as they allow
to weigh the interactions. In this context, Pimmler and
Eppinger state that ‘[...] the number and definitions of
the interaction types is dependent upon the context of
the given design problem’ [10]. The basic procedure for
building a system architecture DSM model is described
in detail by Eppinger and Browning in [9] and is not
further discussed here. Based on the identified interac-
tion of components, several analysis methods on the
created DSM model can be used. According to Eppinger
and Browning, ‘[...] the most common method of anal-
ysis applied to [system] architecture DSM models is
[...] clustering’ [9]. Clustering allows for the identifica-
tion of interacting components in form of clusters that
are described as ‘a set of components grouped because
of certain relationships, suggested through analysis of
the [system] architecture DSM, and defined to comprise
amodule [...]".

7,
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Figure 2 shows this principle: Starting with a set of
interacting components, modules can be derived by
using the clustering algorithm.
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Figure 2: Principle of ‘clustering: Components with strong
interaction are arranged to clusters (which
henceforth form the modules).

By applying the clustering algorithm, modules as sub-
stantial function holders can be identified from the sys-
tem’s architecture. Each module usually has numerous
and different internal interfaces between the compo-
nents which it comprises, but only a comparable small
number of external interfaces. The latter allow the con-
nection of several modules that altogether represent the
investigated plant. The higher the number of interfaces
isthe more complex a system is [3]. To keep the com-
plexity of a module at a reasonable level, all compo-
nents within a single module should therefore have the
same level of detail in simulation. The different mod-
ules, however, will be modelled in appropriate, i.e.
possibly different, levels of detail. This will reduce the
modelling effort, especially in case of an automated
model generation.

2 Model Types and Levels
of Detail for Virtual
Commissioning

Simulation models of plants’ modules and components
must be sufficiently meaningful with regard to the re-
spective test case [3]. Models can naturally only be
abstractions and simplifications of reality and can there-
fore only show selected aspects of a system’s behaviour.
A systematic classification on what aspects should be
simulated is beneficial for a VC approach. As defined in
[1], four levels of detail (LoD) can be identified for a
(discrete manufacturing) VC approach and can be de-
scribed as follows:

e Macroscopic LoD: Rough granular perception of the
respective plant; modules are represented by a single
simulation model (without comprised components).
Only time based behavior is considered, goods that
are transported and/or processed are not considered.

e Mesoscopic (not dynamical) LoD: Fine granular per-
ception of the plant; the module’s function is simu-
lated by the interaction of simulation models of com-
ponents that comprise the module. These components
can be devices (like sensors or actors or frequency
inverters) or mechanical/pneumatical/hydraulical sys-
tems (also called basic system according to [2]). Only
time based behavior is considered, goods that are
transported and/or processed are considered but
movement is restricted to predefined paths (no free
movement in space or collisions possible).

e Mesoscopic (dynamical) LoD: Fine granular percep-
tion of the plant as in the mesoscopic (not dynamical)
LoD. Components show physical/dynamical behav-
ior, where applicable. Goods that are transported
and/or processed are considered but movement is re-
stricted to predefined paths (collisions on these paths
are possible, in contrast to mesoscopic (not dynam-
ical) LoD).

e Microscopic LoD: Fine granular perception of the
plant as in the mesoscopic (dynamical) LoD. Com-
ponents as well as transported goods show physi-
cal/dynamical behavior. Movement of goods is pos-
sible in free space, including any type of collisions
like interfering contours, etc.

Several model types (exemplary defined in [1], see also
[11]) can be distributed over these four levels of detail
and define the solution space used to build the respec-
tive plant’s simulation model. These model types differ
in aspects like time-based and dynamical/physical be-
havior. The specified model types can be described as
follows:

e Dead time models (macroscopic LoD): The first
model type to be defined can be the simulation of the
mechanic and electronic domain in only one model,
covering the hierarchical module level. The behav-
iour of the module is described here as a whole, indi-
vidual components and therefore concrete domains of
a mechatronic system are disregarded. From a system
point of view this corresponds to a coarse-granular
modelling approach. Models can be seen as black-
boxes, they describe a mechatronic system (module)
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ignoring its inner structure. By definition the function
and behaviour is covered by only one model, this can
be done by a simple transformation of the control in-
put to control signals delayed only by a dead time
(dead time models). Dead time models on module
level can be modelled as simple data flow models
since no physical characteristics are considered. Pa-
rameterization should be kept flexible, which means
that dead time itself could be a parameter or is being
calculated e. g. from the transport speed and length of
a conveyor. Dead time models are only partly appro-
priate to describe complex correlations, since models
would become very complex and unclear.

Goods or items that are transported or machined are
not considered with this model type. Modelling dead
time models on module level depend on system
knowledge to picture the respective function and be-
haviour [12]. System knowledge describes the
knowledge needed to describe circumstances and
processes as a whole. Faults concerning runtime
monitoring (e. g. a transport or a process does not
finish in time) or discrepancy errors (e. g. errors that
describe discrepancies on sensor signals) are to be
modelled in an appropriate way and must be suitable
to fit deterministic and stochastic investigations.

« Simple device and kinematic models (mesoscopic not
dynamical LoD): Consideration of models on module
level is often not sufficient, particularly when behav-
iour and function cannot be modelled in an appropri-
ate way or only with high modelling efforts. A view
on the mechanic and electronic domains of a mecha-
tronic system might be necessary. This could be done
by considering the component level as identified,
where behaviour and function and therefore the indi-
vidual characteristics of a mechatronic system/mod-
ule are defined by collaboration of specific compo-
nents. From a system point of view this corresponds
to a fine-granular modelling approach, modelling the
behaviour and functions of concrete components. In
this particular case, models can be seen as white-
boxes, describing the inner structure of a mechatronic
system. For the electronic domain, this could be done
similarly to module levels models as simple dead
time models (named simple device-models). Depend-
ing on parameterization, simple device-models show
behaviour and function of a device but offer no extra
functions or physical behaviour. Simple kinematic
models, describing movement and behaviour without
moving forces, are the counterpart of simple device

models and represent the model of the basic system.
Movement is based on stated paths, whereby move-
ment can be a translation, rotation or combinations of
those (defined by the degrees of freedom of the basic
system). Simple device- and kinematic models can,
as well as dead time models, be modelled as simple
data flow models since no physical characteristics are
considered. Faults are to be modelled in an appropri-
ate way.

Complex device and kinematic models (mesoscopic
dynamical LoD): If concrete physical behaviour is
needed to describe the characteristics of the mecha-
tronic system/module, models of components must
provide functions containing equilibrium of power
and moments. For the electronic domain, this can be
done by models that cover flow and potential of
physical systems (as device-models). Simple physical
models considering forces that cause movement are
the matching models of the basic system. As the pre-
viously defined simple kinematic models, move-
ments are limited to stated paths, covering both trans-
lational or rotational movements and combinations of
those, on this occasion described physically/dynami-
cally. A free movement within space is excluded
here. These models are the corresponding partners for
device models (named kinetic models), representing
the mechanic domain. Faults are to be modelled in an
appropriate way. The modelling itself is preferably
done by an object-oriented non-causal modelling
language suitable for dynamic simulation

Kinetic models (microscopic LoD): When free
movement in space is necessary to cover the charac-
teristic of the mechatronic system/module and its
covered process, movements on stated paths are not
sufficient anymore. Models must be able to emulate
reality in a way that use cases like possible collisions
between objects and other structural elements are
simulated in a proper way. Models of the basic sys-
tem therefore depend necessarily on geometric de-
sign data [13]. Movement of goods and items is sub-
ject to physical rules (complex kinetic models). To
simulate physical behaviour of the basic system,
models of the device must be simulated in an equiva-
lent level of detail. Device-models as already defined
are not suitable, since undefined behaviour of the
complex kinetic models could be the consequence
when building a simulation model with these models.
Device models must be able to react properly to
complex kinetic model behaviour, indicating that
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complex device-models are needed for the electronic
domain. Complex device-models must provide be-
haviour like switching hysteresis of sensors or s-
curves of variable-frequency drives. Functions like
the s-curves should be emulated in an appropriate
way. As already stated for physical based models,
modelling itself is preferably done by an object-
oriented, non-causal modelling language, suitable for
dynamic simulation. Faults are to be modelled in an
appropriate way.

Table 1 shows an overview of the defined levels of
detail as well as several important aspects of the particu-
lar levels of detail that are important for a VC approach.

Macroscopic Mesoscopic
Aspect: dev. mech.

(nd) { (d) { (nd) | (d)

Microscopic
dev. mech,

Consideration

of entire process
mapping
Time-based
behaviour
Dynamical/physical
behaviour (if X X X
applicable)

Failure states
Consideration of
processed good*:

- Movement of goods
on stated paths X - - w* - X
(=degrees of freedom)
- Free movement of
goods in space

- Collision of goods
possible

dev: device, mech: mechanical /pneumatical/hydraulical basic system (see
V/DI2206 [2]), nd: not dynamical, d: dynamical

*Good is synonym to bulk goods or piece goods

** Acceleration free movement

***Only possible in simulated degree of freedom

X - - X X

X N R

Table 1: Overview of defined levels of detail and several
important aspects of VC.

2.1 Ensuring consistent interfaces
between simulation models in
different levels of detail

Different levels of detail indicate different modelling
techniques. Time based models on a macroscopic resp.
mesoscopic (not dynamical) level of detail can be mod-
elled using a causal modelling approach, while simula-
tion models that show dynamical behaviour (mesoscop-
ic dynamical, microscopic level of detail) usually follow
a a-causal modelling approach, as already mentioned in
the previous section.

However, simulation models in different modelling
approaches are not necessarily compatible regarding to
their interfaces: a consistent data flow is not possible at
all times and must be ensured, especially in case of an
automated model generation ([24], [25]) where no man-
ual intervention or correction is demanded.The defini-
tion of modelling regulations, e. g. presented by a set of
rules, allows for a systematic identification of situations,
where additional simulation models like coupling or
termination elements (that must be included in the simu-
lation library, see [14] and [27] for an example) are
necessary to ensure the interoperability of the partial
simulation models. A detailed description on how to
solve the problem of inconsistent interfaces is given in
[14] and is not further discussed here.

2.2 Deficits when defining the level
of detail for certain modules

As described before, each single module can be seen as
a substantial function holder within a plant [1]. These
function holders perform the customers’ defined pro-
cesses.

Based on available engineering data and heuristics
that consider the practical knowledge of the engineers
involved, a situation related (test-case specific) required
level of detail can be assigned to each single module
(see Section 1, also [15]). At the moment, this assign-
ment isfix for the simulation run and cannot change.
However, modules often not only perform one process,
but many, depending on the character of the appropriate
module. Situations can arise where modules can be
modelled in multiple levels of detail, according to the
appropriate situation and the process that is being exe-
cuted. A module e. g. executes three different processes
where each process requires a different level of detail.
An example will be given in the next section.

3 Identifiying Situations
where an Adaptable Level
of Detail is Appropriate

As a first step towards an adaptable level of detail, sit-
uations should be systematically identified where the
approach is beneficial. An easy transport processes shall
be given as example to demonstrate situations where an
adaptable level of detail is appropriate.
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3.1 Example

A work piece is to be transported over 2 conveyors
(CVO01, CV03) and a turntable with integrated con-
veying belt (TT02) there and back again (Process steps
P1 to P6 in Figure 3).

All conveying belts consist of one motor; the turnta-
ble contains an extra motor for rotation movement.
Conveying belt CV01 and CV03 have one sensor each
(S1 placed at the beginning of CVO01 and S6 placed at
the end of CV03) for (accurate) position recognition.
Turntable TT02 has 2 sensors (S2 and S3) on its con-
veying belt. The position of the (rotating) turntable is
recognized by two mechanical switches (S4, S5).

[N
O,

Transport CV01 to TT02

Turntable rotation fwd

Transport TT02 to CV03
{precision stop)

Transport CV03 to 7702

Turntable rotation bkw

Transport TT02 to CV01

s [N

s3[m]

> @
Usa
Figure 3: Example as described.

While sensors S2 and S3 can be described as standard
capacitive sensors, sensors S1 and S6 allow for precise
positioning (yellow shaded, laser distance sensors).
Performed processes are P1 to P6 (Figure 3, green ar-
rows).

P1, P2, P4 and P5 can be described as ‘standard’
conveying processes or ‘technical cycles’ that do not
have any special requirements e. g. regarding to posi-
tioning accuracy. Process P3 and P6 however need very
accurate positioning (+ 0,1mm) for further processing of
the work piece (not part of this example model). Figure
4 shows an excerpt of the PLC program that exemplary
shows execution of process steps P1 and P2.Eventually,
a situation related required level of detail can be defined
based on the processes. When performing process P1,
P2, P4 and P35, no further requirements on the simula-
tion emerge — the usage of a macroscopic level of detail

(dead time models) seems to be adequate to test the
programmed PLC-functions (see also Figure 4).

Following this idea, two levels of detail, depending
on the process step, can be suitable for conveyors CV01
and CV03: When P1 and P4 are executed, a macroscop-
ic level of detail (and the included dead-time-model) is
sufficient.

Init

E+:START END 54

P1 . CV01_M_FWD
TT02_M_FWD

T-

P2 =L [TT02_TH Rig..

Jtss
Init

Figure 4: Exemplary PLC program that shows execution
of process steps P1 and P2.

However, process P3 and P6 indicate that accurate posi-
tioning must be ensured. Parameters like ramps and
physical effects like acceleration and friction become
important elements of the module models in these pro-
cess steps, as they influence the quality of the simula-
tion results and, finally, the quality of the PLC-Code
itself. The needed physical behaviour can be simulated
by a mesoscopic (dynamical) level of detail (complex
device and kinematic models, see Chapter 1).

3.2 A systematic way to identify modules
that can potentially switch regarding
to their level of detail

In case several levels of details are possible, from all
suitable levels of detail often the highest and most com-
plex one is chosen to ensure correct behaviour of a mod-
ule in any case. This can lead to situations where a high
and complex level of detail is useless for most of the
simulation run since a low (curtailed in the meaning of
functionality) level of detail would be sufficient for
most of the time. Situations are possible where 1) the
computing time increases to a level that prevents VC
from running smoothly and 2) where effort on valida-
tion can increase to a level where the overall ef-
fort/benefit ratio of a simulation is compromised.

7,
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An adaptable level of detail where simulation mod-
els can switch through different levels of detail (depend-
ing on the test case) can be promising. However, there is
no known solution for this challenge at the moment. To
describe the issue of switching simulation models (re-
garding to their level of detail) in a standardized and
systematic way, the Domain-Mapping-Matrix (DMM)
[16] can be used as a supporting tool. The DMM, repre-
sented by a rectangular (n x m) matrix, can combine two
different domains (in this consideration resources and
processes). Rows are represented by appropriate mod-
ules (representing the resources of the system investi-
gated) while columns are filled with the process steps
that are executed by the modules.

For each module which is involved in a particular
process step, the cell at this intersection must be filled
with a score. The mapping process is executed by enter-
ing a value that represents the strength of the interaction
of designed automated processes and processing re-
sources selected during the engineering process itself. In
context of the given design problem, each conceivable
interaction must be scored.

Depending on the simulation systems’ supported
levels of detail, the overall quantification scheme of the
score could be based on the amount of levels of detail
available for modelling. If e. g. four levels of detail (see
Section 1) are provided, the scores’ values could be
based on a range from 1 to 4, in reference to each avail-
able level of detail. Therefore, the numbers present the
overall needed level of detail (where 1 is defined as
macroscopic and 4 as microscopic), ascertained by
engineers. Figure 5 shows an example on how the inter-
actions of modules and processes (based on the example
in Chapter 2.1) could be weighted.

Drr

ProcessZD
Process 3 [
Process 4 [
process 5 [

O
p
:
3

] cvou

] o2 2 1)1 2 1

B cvos !

Figure 5: Example of a Domain Mapping Matrix where
processes are assigned to modules within a
plant. Processes refer to process steps as
defined in Chapter 2.1.

~ = | Process 1 [H

Attention should be paid to situations where a mod-
ule has different scores (exemplarily shown by the red
boxes in Figure 5). This can be identified by examining
the modules associated row. As a conclusion, the DMM
indicates in an easy way to identify situations where
more than one level of detail is appropriate. As already
described, the highest (and most complex) level of de-
tail of all possible is often chosen for the simulation run
to ensure correct behaviour of a module in any case
(max() function over the module’s associated row),
despite useless for e. g. CV03 when performing process
P4 or TTO2 performing Processes P1, P3, P4 and P6.

4 Potentials and Challenges of
an Adaptable Level of Details

A second step in introducing an adaptable level of detail
should focus on possible implementation strategies
regarding to the used simulation tool and overall simula-
tion framework and procedure. The main benefit (lower
computing time) of an adaptable level of detail should
be in focus.

4.1 Possible implementation strategies

Simulation is always strongly depending on the used
simulation tool as well as framework and the overall
simulation approach like discrete event simulation or
continuous simulation. The computing time of a simula-
tion is influenced by multiple factors according to [17]:
The type of the used numerical solver (for a detailed
comparison of common solvers see [18]), amount of
continuous state variables as well as the sheer quantity
of events that must be handled by the solver [19]. If an
adaptable level of detail is demanded, two very basic
implementation strategies can be identified.

1. Implementation in one single tool (e. g. in Modelica
[20]): One tool provides all levels of detail in e. g. a
(copious) library. The tool must be able to handle
discrete event simulation as well as continuous simu-
lation approaches. The tool must be able to swap
(partial) simulation models during runtime. This is
also called “integrated simulation’ [17].

2. Implementation in different tools according to tool
specific abilities and strengths (e. g. Modelica [20]
and Matlab/Simulink [21]): Several libraries in dif-
ferent modelling tools provide objects in a specific
level of detail. Matlab/Simulink could e. g. be used
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for dead-time models (since dead time models have a
discrete event character) while a Modelica library can
provide models where physical/dynamical behavior
is needed.

A middleware (like the Functional-Mockup-Interface
(FMI) [22] or implementations with respect to the
High-Level Architecture (HLA) [23] standard) is
necessary to interconnect these (partial) simulations.
The middleware must be able to swap (partial) simu-
lation models during runtime. This principle is also
called ‘separated simulation’ according to [17].

Both implementation strategies have their advantages
and drawbacks: When implementing all levels of detail
feasible in just one single simulation tool, it must be
capable to handle both discrete (macroscopic,
mesoscopic not dynamical) and continuous (mesoscopic
dynamical, microscopic) behaviour (‘Hybrid-Model-
ling’, compare [17]). Additionally, the simulation tool
must provide (numerical) solvers that are capable of
handling not only discrete event simulation or continu-
ous simulation, but both. Cardinality of the included
simulation library is estimated to be very high, exacer-
bating servicing as well as model building effort (re-
gardless if models are built by an automatic model ap-
proach [24], [25], or manually).

Segregation of discrete and continuous behaviour in
different tools (e. g. Matlab/Simulink for discrete event
simulation, Modelica for continuous simulation) re-
quires a middleware with standardized interfaces to
ensure interoperability of the respective models. Liu and
Frey [17] describe this as an intermediate communica-
tion and synchronization layer. The well-known Func-
tional Mockup Interface (FMI) [22] is one approach that
follows this idea and has already found widespread
acceptance in industrial applications.

FMI was introduced with the intention to deliver an
interface to develop complex systems where different
parts of the system can be modelled in different simula-
tion tools. Simulation models are provided in form of a
Functional Mockup Unit (FMU) (exported by the re-
spective simulation tool) and are implemented in the
standardized framework. However, FMI increases the
complexity of the simulation approach to a level that
could make an automatic generation approach according
to [24], [25] unfeasible. Efforts on parameterization as
well as adjustment of the FMI framework itself are
considered to be rather high.

4.2 Influences on computing time when
simulating in different levels of detail

Different levels of detail (precisely: different model
types) can be indicative of different workloads needed
to calculate the plant simulation model, being one of the
main reasons an adaptable level of detail might be suit-
able to avoid unnecessary high computing time. A high-
ly detailed simulation model indicates, due to the high
amount of events to be calculated, that computing time
may increase to a level that prevents VC from running
‘smoothly’. An example on how smoothness can be
defined is provided by [26]: A fixed step of 1ms (hard
real-time) of the simulation must be ensured so that the
PROFINET communication from simulation model to
the PLC is not corrupted within a VC test bench.

As already mentioned, the numbers of triggered
events have a large impact on computing time of a
simulation model. Each time an event is triggered (e. g.
when a sensor triggers or control variables within the
PLC change), the deployed solver restarts calculating
the whole simulation model. Depending on the solver,
these calculations can be iterative (called event-
iterations) to ensure the specified simulation accuracy.
This increases computing time even further. More com-
plex, very detailed simulation models (that consider
physical/dynamical behavior) have naturally a high
amount of events and need potentially more computing
time than an easy, time based simulation model which is
based only on dead-time models (that should only have
a low number of events). The defined models types
(Chapter 1) should therefore not only differ in the abil-
ity to simulate time based and physical/dynamical be-
havior, but also mainly in the number of events they
potentially generate. Furthermore, the used simulation
models should be highly optimized to a specific solver
(e. g. in [26], the Euler solver is used) to ensure a hard
real-time at any time whenever needed.

4.3 Conclusions and thoughts about an
adaptable level of detail

As a conclusion, the used simulation models, e. g.
stored in a model library (see [27] for further details and
an example), should be optimized in a way so they gen-
erate as less events as possible. Additionally, it must be
ensured that the number of events grows with the re-
spective level of detail and not vice versa: models at a
macroscopic level of detail should generate (clearly)
less events than models at a microscopic level of detail.

7,
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This highly correlates with the solver used and must
be taken into consideration when building or optimizing
a simulation library that contains models at different
levels of details. The main benefit and the ultimate goal
of an adaptable level of detail, is therefore mainly de-
pending on the events generated and the solver used, not
necessarily from the simulation principle itself (discrete
event/continuous simulation). Additionally, the in-
teroperability of the simulation models must be ensured
at all time, not only when the level of detail is deter-
mined static, but especially when simulation models
should change during runtime.

On the technical side, no possibility to change mod-
els during runtime exists, to the authors’ best
knowledge, so far, and this holds for both implementa-
tion possibilities (integrated/separated simulation). This
can be seen as a major point that should be taken into
consideration in future investigations.

5 Requirements for Implementing
an Adaptable Level of Detail

As concluded in Chapter 3, the used simulation tool,
simulation framework and number of events have a
huge impact on the implementation of an adaptable
level of detail. Several requirements can be identified
that must be accomplished regardless of the used simu-
lation environment. These requirements represent im-
portant factors that not only concentrate on the simula-
tion model or the used framework, but also on the simu-
lation (building and executing) process itself and shall
be considered when an adaptable level of detail is to be
implemented in future applications:

o It must be possible to generate the simulation model
automatically: Information potentially necessary for a
dynamical switching should not prevent an automatic
generation approach (e. g. described by [24] or [25]).

e The level of detail may only be switched considering
modules: Only complete modules (including all
comprised components) may be switched through
different levels of detail, not the components com-
prising a module (the goal is to keep complexity of
the simulation model as well as intricacy of the
switching process itself on a reasonable and manage-
able level).

o Interoperability must be ensured: Interfaces between
partial simulation models should always be compati-
ble, even when these models are switched between
several levels of detail.

e Computing time shall not increase while ‘switching’
the simulation models: Effort on ‘switching’ simula-
tion models to different levels of detail should be
kept to a minimum regarding to computing time to
ensure real time ability.

¢ ‘Switching’ simulation models within a process step
must be prevented: A specific level of detail assigned
to a module must be assigned fix until the process is
terminated. Switching levels of detail is therefore not
allowed within a process, but between two subse-
quent processes.

o It must be clearly identifiable what process is being
executed: In case a module is able to execute several
processes, the simulation tool/framework must be ca-
pable to identify the specific process.

e Models used for VC should always be optimized to
generate the minimum possible number of events:
The model library (an example can be found in [27])
must be optimized and it must be ensured that simu-
lation models in a low level of detail create signifi-
cant fewer events than models at a high level of de-
tail. This can mean that models should be optimized
to run with a specific solver in a specific simulation
environment.

6 Conclusion

The paper presents considerations regarding an adapta-
ble level of detail when running a simulation with the
purpose of virtual commissioning. Furthermore, an
outlook on how an adaptable level of detail might be
implemented according to simulation library and simu-
lation framework was given. While different levels of
detail have already been implemented in several test
cases [1], at the moment no known simulation tool as
well as simulation framework is capable of switching
simulation models during runtime of the simulation.
Future work on the topic should be focused on two
aspects: Firstly, a refined method to identify situations
where an adaptable level of detail is suitable (based on
the method introduced in this paper) and secondly a
technical solution that enables swapping simulation
models at different levels of detail.
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Abstract. Industrial robots are used in various fields of
application and many robot manufacturers are active in
the market. In most cases, their software solutions are
proprietary and, consequently, they cannot be used for
third party robots. Moreover, the integration of external
hard- or software is highly restricted. Long term stand-
ardization efforts for robot programming languages,
such as the Industrial Robot Language (IRL) and its suc-
cessor, the Programming Language for Robots (PLR),
have been mostly ignored by robot manufacturers. This
fact leads to a restriction on the combined usage of ro-
bots. Multi-robot applications where robots have to
interact are usually limited to software solutions and
robots of one manufacturer. On the other hand, control
design in engineering is often carried out by the usage of
Scientific and Technical Computing Environments (SCEs)
like MATLAB. The Robotic Control & Visualization Toolbox
(RCV Tbx) for MATLAB/Simulink tries to close the gap
between robot manufacturer-specific software solutions
and SCEs. The current version of the RCV Thx supports a
uniform and integrated control development for KUKA
and KAWASAKI robots in the MATLAB/Simulink environ-
ment. An extension to other robot types is straight for-
ward. Thus, the implementation of heterogeneous multi-
robot applications is considerably simplified.

Introduction

This paper is an extended version of [1] and aims to
introduce the RCV Tbx for MATLAB/Simulink as an
easy to use Rapid Control Prototyping (RCP) Tool for
multivendor robot controls. The RCV Tbx has been
under development by the research group Computa-
tional Engineering and Automation (CEA) at Wismar
University since 2009 [2].

As research into robotics is proceeding rapidly and
new fields of application for robots are being made up
continually, the requirements concerning robot control
development are increasing, too. Fast and easy control
programming, integration of external hardware or soft-
ware components and multi-robot operation are of par-
ticular importance. In this context it is often desirable to
use a SCE, such as MATLAB, for RCP. RCP, according
to Abel and Bolling [3], is understood as an integrated,
continuous control development from early design to
operating phase in a homogenous environment.

In addition to multi-robot capability, multivendor
applications are one further key aspect. Today, various
robot manufacturers are established on the market. They
offer proprietary software environments with special
robot programming languages such as KRL (VEN KU-
KA Robotics), AS (VEN Kawasaki Robotics) or RAPID
(VEN ABB Robotics). From a software engineering
point of view, all these robot languages are pretty simi-
lar. Nevertheless, long-term standardization efforts like
the IRL and its successor, the PLR are still unsuccess-
ful. In addition, almost all robot manufacturers offer a
Computer Aided Robotic (CAR) system, which is also
referred to as 3D robot simulation software. CAR sys-
tems typically provide physics-based robot models for
one manufacturer as well as interfaces to 3D CAD sys-
tems. Thus, a simulation and 3D visualization of com-
plete robot cells is supported. Robot controls can be
developed within these virtual environments using the
proprietary robot languages. Such CAR systems simpli-
fy the development and commissioning of robot appli-
cations. However, the proprietary software limits appli-
cations to products from its manufacturer. There are
some third-party CAR systems available, such as
3DRealize-R by Visual Components Corporation [4].
They offer a comprehensive solution for simulation and
3D visualization of heterogeneous robot types.
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However, the control programming is still based on
the different proprietary robot languages. Hence, the
development of interacting multi-robot controls is com-
plicated for robots from different manufacturers.

For MATLAB/Simulink, besides the RCV Tbx [2],
there exists a robot control toolbox for KUKA robots
(KUKA Control Toolbox, KCT) developed at the Uni-
versity of Sienna [5, 6]. The KCT connects a remote
MATLAB computer via TCP/IP to the robot controller
of a KUKA robot. Usage of KCT is limited to one sin-
gle robot from one manufacturer, namely KUKA, so
that multi-robot and multivendor applications cannot be
addressed.

Inspired by the idea of RCP in control theory, the re-
search group CEA began in 2004 to develop a
MATLAB KRL toolbox. This toolbox supports control
programming of KUKA robots within MATLAB in-
cluding the usage of all available MATLAB features.
Moreover, it provides a first MATLAB based CAR
system [7]. As well as the KCT, the MATLAB KRL
Tbx was limited to KUKA robots, but users already
benefited from the powerful methods as well as the
various interfaces provided by MATLAB and its tool-
boxes.

Almost all of the proprietary robot languages are
imperative languages containing similar programming
elements. Thus, the approach of the MATLAB KRL
toolbox was generalized. A uniform robot control lan-
guage for robot types from different manufacturers has
been developed with the RCV Tbx for MATLAB.
Moreover, the simulation and 3D visualization tools
have been enhanced.

This paper is organized as follows: Section 1 intro-
duces the concept of RCP and relates it to robot con-
trols. In Section 2, the RCV Tbx for MATLAB is de-
scribed. Design, implementation as well as user inter-
face aspects are analyzed. Finally, Section 3 gives a
summary and identifies potentials for future work.

1 Rapid Control Prototyping

This section summarizes the RCP approach and how it
can be used for robot control development. Systematic
development of controls can be carried out following
the V-model derived from Orth, Abel and Bollig [8, 3].

The V-model defines two main phases, the design
phase and the commissioning phase. The design phase
starts with the problem specification and continues with
a draft and simulative testing of the control algorithms.

It is completed with coding of an executable control
program for the target hardware. This piece of software
is then used to bring the control into operation. The
commissioning phase starts with component tests and
ends with a test of the control across the entire process.
Each step of the V-model may have to be performed
several times and through several iterations or it is pos-
sible that leaps back in the development process will
occur.

1.1 Fundamentals

RCP generally requires either a well-adjusted tool chain
to follow the V from specification phase down to coding
phase and up to operational phase or support from an
integrated development environment. This integrated
development environment can be an SCE. Furthermore,
Software-in-the-Loop simulation (SiL) and Hardware-
in-the-Loop Simulation (HiL) techniques following
Abel and Bollig [3] and explicit automatic code genera-
tion are key features of RCP-capable software systems.

Maletzki [9] adopted the general V-model for con-
trols for robot control development as illustrated in
Figure 1.

Specification Operational

Phase

Control Testing
and
Commissioning
with the Real
Robot System

Design and
Evaluation of
Control Strategies

Planning
Simulation

Planning
Engineer

Coding and Implementation of
the Control (Robot Specific
Programming Language)

Control
Engineer

Figure 1: Adopted V-Model for Robot Control
Development According to Maletzki [9].

A notably critical point is the transfer of results from
planning simulation to the coding and implementation
phases. As for industrial robots, the executable control
program for the target hardware typically has to be
written in a robot specific programming language; a
continuous tool chain is not guaranteed. The control
strategies that result from the planning simulation are
handed over from the planning engineer to the control
engineer. This kind of manual handing over is obviously
fault-prone.

7,
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1.2 RCP and proprietary robot controls

Conventionally, robot controls are coded in vendor-
specific programming languages and tested using dedi-
cated 3D-simulation software. Such CAR systems offer
software libraries with robot models from the particular
vendor and usually include interfaces to 3D-CAD soft-
ware. In CAR systems, concrete control strategies can
be implemented within the specific robot programming
language so that extra coding after simulative testing of
the control is not required. 3D visualizations, of e.g.
robot movements and potential collisions, play a deci-
sive role if CAR systems are deployed. Continuity as
required for RCP is partly given but manual knowledge
transfer from planning to control engineer is still neces-
sary.

The conventional robot control programming ap-
proach supported by CAR systems and associated lan-
guages and software respectively are depicted in Figure 2.

KUKA KAWASAKI ABB-Robotics .
ROBOT ROBOT ROBOT
o
£ o b=
— i W % a g
[ @ < = e
i kv 0 < 4
5 [ [ 2
<z a o
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Figure 2: Conventional robot control development using
vendor specific software.

After specification of the control requirements the plan-
ning engineer designs control strategies using planning
simulation tools.

Subsequently, he delivers a control strategy to a con-
trol engineer mostly in a textual manner. The control
engineer implements the robot control using vendor
specific tools as listed in Figure 2. At this point there is
a break in the tool chain according to the definition of
RCP by Abel et al. [3].

However, a continuous reuse of software compo-
nents during this transition is hard to realize for robot
control development, because different concepts are
used and are necessary in these two phases. Starting
from this point, a control engineer can implement and
deploy a robot control for vendor specific robots com-
pliant with the definition of RCP. For example, for
KUKA robots, coding of controls is done using KUKA
Robot Language (KRL) and simulation of the control
with robot models is carried out using the Kuka.Sim
software. Control testing and commissioning with the
real robot system can be achieved by automatic code
generation or a communication link as illustrated in
Figure 3.

Specification

Design and
Evaluation of
Control Strategies

Planning
A Simulation

CAR-System
Control Model
(Extended General
Programming
Language)

Operational
Phase

Planning
Enginee

(Communication

......... (Executable on
Target Hardware)

Model of
Robot System

Control Robot System

Automatic Code Generation
(Cross-Compiling)

Figure 3: Detailed V-Model for robot control
development according to Maletzki [9].

In the case of industrial robots, an explicit code gen-
eration for target hardware is not necessary. The control
program from the design phase is implemented in a
robot-oriented language and running on a robot control
computer that is used in operation phase. In the context
of RCP, this approach is called implicit code generation.
Hence, commissioning can be carried out via a simple
communication link between a CAR system on a PC
and a robot controller. This practice is called Software
in the Loop (SiL) approach in [3]. The concept of ex-
plicit automatic code generation for target hardware is
important for mobile robotic applications.

However, the robot control development software
depicted in Figure 2 is vendor-specific and incompat-
ible between types. This fact complicates the previ-
ously discussed control development or makes it nearly
impossible to develop multivendor robot applications.
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1.3 RCP and the RCV Toolbox for
MATLAB/Simulink

Controls for interacting robots and multivendor robot
controls are examples of advanced tasks in robot control
development.

Figure 4 illustrates how the RCV Tbx eases such

tasks by providing not just a generalized interface to
robot control and robot visualization commands, but
also to robots from different vendors and/or types.
The control engineer implements a robot control as a
MATLAB coded sequence of control commands. These
commands are independent from a specific robot vendor
as well as from a specific robot language, but they are
very similar to established robot programming lan-
guages such as KRL and AS. Furthermore, control
commands can be combined with any MATLAB com-
mands and can also be generated from Stateflow or
Simulink models. This option eases the implementation
of complex controls by making available high level
programming concepts.

MATLAB
Robotic Control &
Visualization Tbhx.

|

KUKA KAWASAKI ABB-Robotics| | Virtual
ROBOT ROBOT ROBOT ROBOT
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Figure 4: Robot control programming with the RCV Thx
for MATLAB/Simulink.

Moreover, the RCV Tbx for MATLAB provides robot-
specific interpreters coded by using the vendor-specific
robot languages, which have to be installed on the robot
controllers.

The MATLAB based control PC and the robot con-
trollers are connected via a bidirectional communication
link. The interpreters are responsible for the identifica-
tion and execution of control commands that are trans-
mitted by the MATLAB based control PC and they
deliver acknowledgements or sensor signals back. Fig-
ure 5 illustrates an RCV Tbx-based multi-robot configu-
ration.

One or more computers with MATLAB/Simulink
and the RCV Tbx installed act as the continuous soft-
ware environment from the early design and evaluation
phase via control testing with the real system and finally
the operational phase. No recoding or reimplementation
is necessary, rather the control program can be extended
successively until it meets the de-mands of the intended
control task. SiL. and HiL approaches as defined in [3],
as requirements for RCP capability of control develop-
ment, are met because the simulated control can be
stepwise extended to become the real control for the
operational phase.

MATLAB RCV
based
|contral program

controller
& interpreter
MATLAB RCV
S e

B E

virtual robots
Kuka Agilus T T pr—
upto 99 ¢ L
robots : L HUB TCP/IP

u controller controller Rs232
& interpreter

& interpreter J-l
Kawasaki FS003N

Kuka KR3

Figure 5: A Multi-robot configuration with
heterogeneous robot types using the RCV Thx.

Short control sequences or single control tasks can al-
ready be tested with the real process during design and
evaluation (SiL). HiL tests, in which a real control de-
vice is tested with a simulated process, are not usually
relevant for industrial robot controls as mentioned in
Section 1.3. However, they could be of interest for other
devices in a robot application. Furthermore, a control
application can also be tested in a purely virtual envi-
ronment using the RCV Tbx similar to the usage of a
CAR system. For this purpose the RCV Tbx provides
3D-models of real robots and other virtual components.

2 Design and Usage of RCV
Tbhx for MATLAB/Simulink

This section describes and analyzes the software design
of the RCV Tbx. It details the two toolbox downloads as
they are available at [2], namely the robot control down-
load (Robotic Control Thx) and the visualization down-
load (Robotic Visualization Thx).
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It is shown how a robot control program can be de-
veloped, tested by simulation, put into service (soft
commissioning) and finally used as a real control. Con-
tinuity of the tool chain, as is needed to meet the re-
quirements of RCP, is given. Hence, the same sequence
of control commands coded in the same language can be
sent either to a visualized or a real robot.

Figure 6 depicts the main functional parts of the
RCV Tbx. Control, Interpreter and Visualization are the
three main functionalities which are distributed across
the two software packages.

Figure 6: Main parts of the RCV toolbox for
MATLAB/Simulink.

A collection of control commands for real, as well as
visualized, robots and interpreters for real robots are
dowloaded with the first part of the RCV Tbx, the Ro-
botic Control Tbx. Interpreters for visualized robots,
also called virtual robots, and the visualization software
are dowloaded with the second part of the RCV Tbx, the
Robotic Visualization Tbx. Currently, both parts support
interpreters for Kawasaki FSO03N, Kuka Agilus KR6
(TCP/IP connection) and for KUKA KR3 (RS232 con-
nection).

Interaction between the MATLAB control PC and
the interpreter program as well as the interpreter algo-
rithm is depicted in Figure 7.

The interpreter can be installed either on a robot
controller or on a MATLAB PC as part of the Robotic
Visualization Thbx. Implementation of the interpreter
slightly differs depending on robot type and robot con-
troller hardware. However, the basic principle of inter-
preter program algorithm remains the same.

MATLAB Control PC
| Robotic Control Toolbox |
T
! e.qg. e.g. +
motion CMD current position |

Interpreter

init Interface
init CMD_Buffer

read
Interface
I new CMD

available?

]

available?

CMD_Buffer

CMD_1
CMD_2
read CMD_3 execute
CMD o CMD
CMD_n

N
send ‘Done’

s N
write CMD A

to - - - - Msg via ——
CMD_Buffer Interface
~

Figure 7: Simplified interpreter algorithm.

The connection between interpreter and MATLAB
control PC is always established by the interpreter. It
can either be an RS232 or a TCP/IP link. After connec-
tion is established and communication interface as well
as the command buffer is initialized, robot control
commands can be received by the interpreter. Com-
mands are written to a FIFO buffer, read from there and
brought to execution. Buffering the commands is neces-
sary, because execution of most commands takes some
time.
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The interpreter program is not blocking meanwhile
and receiving of subsequent commands is always possi-
ble. Some commands, such as commands for stopping
the robot for security reasons or altering the motion
speed during an onging robot movement, have to be
executed immediately. Handling of those commands is
not shown in Figure 7.

2.1 Part|: Robotic Control Thx

This subsection details robot control programming and
gives some examples of robot control commands.

The control of real robots requires an interpreter pro-
gram to be installed on the robot controller. The in-
terpreter for each kind of real robot is written in the
appropriate robot-specific language and copied to the
robot controller. The interpreter program takes the
commands from MATLAB and translates them into
commands for the robot-specific language which are
executable by the robot controller. Security considera-
tions, such as workspace supervision and movement
execution, are, therefore, still covered by the robot con-
troller.

After the toolbox is installed on the control PC and
the appropriate interpreter is copied to the robot con-
troller, the interpreter program on the controller needs to
be started. For RS232 connections, after startup of in-
terpreter, the controller is ready to receive MATLAB
control commands immediately. For TCP/IP connec-
tions, the interpreter on the controller acts as a server
and waits for a suitable client to connect. This client is a
robot object created on the control PC.

Table 1 lists all available commands for robot con-
trol alphabetically.

Of essential importance is the robot () command which
creates and destroys the robot object which acts as an
interface for control commands. Listing 1 shows the
syntax of the robot () command. Currently, robots can
either be of type’Kawasaki’ or of type ‘Kuka’.

>> hl = robot( 'open', 'Kawasaki',...
"tcpip', IP-ADRESS, PORT );
>> h2 = robot( 'open', 'Kuka',...

'serial', COM-PORT) ;
>> robot ( 'close', hl, h2);

Listing 1: Create and destroy robot objects.

rbrake () brake the motion of one or all robots
directly

rcallback () define functions, that are executed auto-
matically

rdisp () formatted display of position structures

rerror () set up a function, dealing with error
codes received from robot controllers

rget () get interpreter-, toolbox- and motion-
properties and current positions

ris () check the status of commands and pro-
cesses

rkill () brake and stop the motion of one or all
robots directly; then set up the original
state of robot(s)

rmove () move a robot

robot () create or destroy a robot object that can
be controlled

rpoint () define robot-positions with coordinates

and motion-properties

rprocess () define complex operations

rreset () reactivate robot(s) after automatic switch-
ing-off of the interpreter(s)

rrun () reactivate robot(s) after using rbrake() or
rstop()

rset () set up interpreter-, toolbox- and motion-
properties

rstatus () switch ON or OFF status report

rstop () brake and stop the motion of one or all
robots directly

rteach() teach and save positions of a robot

rwait () block the MATLAB-prompt until the

status of commands or processes fulfills a
condition

Table 1: List of available robot control commands.

The command robot () creates a robot object and re-
turns a MATLAB handle to the object. This handle can
then be passed to other control commands to address
this specific robot. Some control commands such as
rbrake (), rkill (), rreset (), rrun() and rstop()
affect all robots that the control PC is currently connect-
ed to, if no handle is passed to the command as a first
parameter. Complex control operations can be coded by
using the command rprocess (). With this command,
tasks to be fulfilled by more than one robot can also be
defined. Sequential as well as concurrent operations are
possible, and control commands can be structured and
grouped. Listing 2 shows a short example for a concur-
rent operation with two robots.
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>> load P1 P2
>> rprocess( {...
Kuka, P1,...
Kawasaki, {P2, 'speed', 50},...
|
{

Kuka, 'home', ...
Kawasaki, 'home', ...

b

Listing 2: Two robots in a concurrent operation
pro-grammed with rprocess () .

Kuka und Kawasaki are the handles for the robots. The
robots move at the same time to the positions P1 and P2
which are defined by the loaded variables P1 and
p2.They start to move to their home positions only after
they have both finished their moves.

The rprocess() command already allows some com-
plexity, but furthermore, all standard and advanced
programming features of MATLAB/Simulink can be
used to create even more complex and also simulation
based robot controls. An example of such integration
with other tools is depicted in Figure 8§ where RCV
control commands are embedded in Stateflow.

Waiting
start
[rs==1]

MoveToFirstPos
en: ID=ml.rmove(...);
du: rs=ml.ris(ID);

ReleasePart
en: ID=ml.rsef(...);
du: rs=ml.ris(ID);

[rs==1] [rs==1]

PickPart
en: ID=ml.rset(...);
du: rs=ml.ris(ID);

[rs==1] MoveToSecondPos
en: ID=ml.rmove(...);
du: rs=ml.ris(ID);

Figure 8: State-based control using Stateflow
and RCV Tbx.

The integration of arbitrary external hardware, which
can act as sensors or actors, is also feasible. This would
allow a big advantage compared to the restricted availa-
bility of additional hardware when developing robot
controls with proprietary software and languages.

2.2 Part |l: Robotic Visualization Tbhx

The Robotic Visualization Thx is the second software
package of the RCV Tbx and can be used for testing and
enhancement of controls developed with the Robotic
Control Tbx. It offers distributed 3D-visualization of up
to 99 robots in MATLAB and allows interactive control
of visualized real robots and also pure virtual robots in a
virtual environment. Thereby, safe development, testing
and debugging of robot applications is possible. Fur-
thermore, the toolbox includes an STL interface for
importing user-defined graphical objects designed using
external CAD software.

The control of a visualized robot requires an inter-
preter program, too. Interpreter functionality for virtual
robots is included in the Robotic Visualization Tbx.
Interpreters are part of virtual robot objects and estab-
lish a TCP/IP link between control PC and visualization
PC. Control program and visualization can physically be
located on the same PC, represented by two MATLAB
instances. User toolbox’s interface as well as virtual
objects is designed as a MATLAB class. Figure 9 pic-
tures visualizable object types that map entities of the
real world.

Figure 9: Types of visualizable object.

Besides virtual robot objects environmental objects and
part objects can be visualized. Environmental objects
are passive objects that cannot be moved by the robots.
Part objects are also passive objects, but they can be
picked and moved by robots. In Figure 9 examples for
environmental objects are two tables and a conveyor; a
test tube represents the part objects. Robot objects that
represent the active visualization objects include kine-
matics which matches the kinematics of the correspond-
ing real robot. Furthermore, pure virtual robots or other
active objects such as carts can be visualized if the user
defines appropriate kinematics. Figure 9 shows two
visualized real robots and a pure virtual cart.
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Table 2 lists commands of the Robotic Visualization
Tbx. The first three commands are used to initialize,
finish and monitor a visualization session. With the
creation of a MATLAB 3D-figure at startup, a
MATLAB timer object is also started. It ensures that the
visualized objects are refreshed 20 times per second to
achieve a smooth appearance of the animation.
ViSu.start initialize the visualization,
open an empty 3D window

stop the visualization, delete
all virtual objects, close the
figure

display all virtual objects
with their ID, type, position
and additional information
depending on object type

ViSu.stop

ViSu.info

ViSu.create () instantiate a robot object of

type ‘Kuka’, ‘Kawasaki’ or

user defined type
ViSu.repose robot () alter position of robot object
identified by its id
ViSu.delete robot () delete a robot object identi-
fied by its id

instantiate an environmental
object

alter position of an envi-
ronmental object identified
by its id

delete an environmental
object identified by its id

ViSu.place env ()

ViSu.repose env ()

ViSu.delete env ()

instantiate a moveable
object

alter position of a part ob-
ject identified by its id

ViSu.place part()
ViSu.repose part ()

ViSu.delete part() delete a part object identi-

fied by its id

Table 2: User Interface for Visualization.

The other commands offer identical functionalities for
the three different types of visualizable objects: robot,
environmental and part objects can be I) initialized, II)
repositioned, and II) deleted during a simulation ses-
sion.

Currently, the toolbox is being revised extensively to
harmonize the user interface and improve software
stability and robustness.

2.3 Integrated RCV Thx usage example

Figure 5 introduced in Section 1 shows an example of
multi-robot configuration. Notice that in that configu-
ration we have integrated real robots from different
vendors, i.e. from Kuka (Agilus, KR3) and Kawasaki
(FSO003N) and some virtual robots, too.

In this section we focus on an academic scenario

where we have a robot control being applied only to
some virtual objects. For this, it is necessary to start two
instances of MATLAB; of these, one acts as the control
PC (client) and the other is the visualization server.
These MATLAB instances can either be located on
different computers, as shown in Figure 5, or on the
same computer as in the following example. The exam-
ple includes two robots, the environmental object table
and a test tube which is is classified as a “part’.
Listing 3 illustrates how MATLAB control and visuali-
zation instances can interact. MATLAB commands in
line 1,2,4,6,7,11to 12, and 14 have to be executed on
the visualization instance, while the indented lines 3, 5,
8 to 10, and 13 are control commands which have to be
executed on the control instance.

>> ViSu.start;
2 >> ViSu.create('Kawasaki', 40000, ...
[0,0,0,0,0,0]);
3 >> rl=robot ('open', 'Kawasaki',...
"tcpip', 'localhost', 40000);
4 >> ViSu.create('Kuka', 40001, ...
[500,500,0,0,0,01);
5 >> r2=robot ('open', 'Kuka',...
"tcpip', 'localhost', 40001);
6 >> ViSu.place env('table.stl',...
[-800 0 0 0 0 0], 'blue');
7 >> ViSu.place part('test tube.stl',...
[-800 0 400 45 0 0], 'white');

8 >> rset(rl,'signal', [-9, 10]);
9 >> rmove (rl, "home2') ;
10 >> rmove (r2, 'home2') ;

11 >> ViSu.info;

12 >> ViSu.delete part(1);

13 >> robot (rl, r2, 'close');
14 >> ViSu.stop;

Listing 3: Code Example of Interaction of the two Parts
of RCV Thx for MATLAB/Simulink.
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After a virtual robot has been created with the com-
mand ViSu.create(), the MATLAB prompt for the
visualization instance is blocked until the TCP/IP con-
nection to the control instance is established. This is
accomplished when the appropriate robot (’open’,...)
command is executed on the control instance which
initiates a robot control object. The table, as well as the
test tube, just exist virtually and are passive objects that
are not controllable and therefore have no counterpart
on control instance. After line 7 is executed, the visuali-
zation looks as depicted in Figure 10.

Figure 10: Visualization example after creation of objects.

Then some simple control commands, beginning with
line 8, are executed. The command in line 8 closes the
gripper of the Kawasaki robot. After that, both robots
are moved to one of their predefined home positions,
‘home2’. Back on the visualization instance, infor-
mation on the current visualized objects is requested.
With this information the user knows, that the test tube
is a ‘part’ object with ID 1 and can be deleted during the
visualization session. This feature is useful, if one
wants, for example, to alter the surroundings of active
robot objects without restarting the visualization.

After execution of line 12 the scenario looks as de-
picted in Figure 11. The gripper is closed, both robots
have moved to their home positions and the test tube has
disappeared. The last two commands close the TCP/IP
connections and finally close and delete the visualiza-
tion figure.

Figure 11: Visualization example after execution of
some control commands.

Without larger modifications it is possible to apply the
same sequence of control commands to real robots in a
real environment, if we assume the real robots are of
appropriate types and placed in the same positions. In
this case, instead of the commands ViSu.create(),
that initialize the visualized real robots, TCP/IP and
RS232 connections to the control PC need to be estab-
lished by the robot controllers. For visualized robots all
connections are of type TCP/IP, although for a real
KUKA KR3, for example, an RS232 connection is
necessary. Hence, the control command in line 5 has to
be adapted. The control object r2 needs to be opened
with the parameter ' serial’ instead of with 'tcpip’.
Instead of a visualized table and a visualized test tube, a
real table and a real test tube could be placed in the real
robot cell. Motivation for such simple control tests by
simulating the movements first in a virtual environment
could be, for example, to avoid collisions between ro-
bots and table.

3 Summary and Further Work

The RCV Tbx offers excellent possibilities for devel-
oping multivendor robot controls in a homogeneous
software environment. It fulfills the main requirements
of a RCP capable tool. The key benefits of using the
RCV Tbx are the possibility to develop monolithic
control programs for interactive robots from different
manufacturers and the easy, manufacturer-independent
integration of external hardware.
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The MATLAB/Simulink environment is well estab-
lished in the area of engineering and, today, is a stand-
ard tool for engineers. Hence, the engineer can benefit
from employment of all programming tools available in
this environment. Especially for recent advanced control
applications such as the Simulation Based Control
(SBC) approach introduced by Maletzki [9] the integra-
tion of the RCV Tbx into MATLAB/Simulink is very
advantageous. Simulation models are directly used as
control programs in this approach and it is obvious that
RCV Tbx control commands can easily be integrated
into these kinds of simulative control.

If one takes another step, it can be seen that models
employed for control tasks can also be automatically
generated from a knowledge base as proposed in the
SBC and System Entity Structure (SES) approach by
Schwatinski and Freymann [10, 11]. The development
of flexible, task oriented multi-robot controls is consid-
erably simplified with this approach.

References

[1] Pawletta T, Freymann B, Deatcu C, Schmidt A. Robotic
Control and Visualization Toolbox for MATLAB. In:
Breitenecker F, Kugi A, Troch I, editors. MATHMOD
2015. Proceedings of MATHMOD 2015 - 8th Vienna
Int. Conf. on Mathematical Modelling; 2015 Feb 18.-20.,
ARGESIM Report No. 44, ARGESIM, Vienna/Austria
UT; 2015. P. 371-372 & Poster.

[2] Research Group CEA. (2011). Robotic Control & Visu-
alization (RCV) Toolbox for MATLAB [Internet]. [cited
2015 March 28]. Available from: http://www.mb.hs-
wismar.de/cea/sw_projects.html

[3] Abel D, Bolling A. Rapid Control Prototyping — Metho-
den und Anwendungen. Springer-Verlag Berlin. 2006.

[4] Visual Components Corporation (2014). 3DRealize-R
[Internet]. [cited 2014 Oct 24]. Available from:
http://www.visualcomponents.com/products/3drealizer-r

[5] Chinello F, Scheggi S, Morbidi F, Prattichizzo D. KCT:
a MATLAB toolbox for motion control of KUKA robot
manipulators. In: Proceedings of |EEE Int. Conf. on Ro-
botics and Automation, Anchorage, Alaska, 2010; P.
4603-4608.

[6] Chinello F, Scheggi S, Morbidi F, Prattichizzo D. KU-

—

KA Control Toolbox. Motion control of robot manipula-
tors with MATLAB. Robotics Automation Magazine,
IEEE, 2011; 18(4):69-79.

Maletzki G, Pawletta T, Pawletta S, Lampe BP. A mod-
el-based robot programming approach in the
MATLAB/Simulink environment. In: Advancesin Man-
ufacturing Technology — XX, 4th Int. Conf. on Manufac-
turing Research (ICMRO06); 2006 Sept. 05-07; Liverpool,
UK, 2006. P. 377-382.

Orth P, Bollig A, Abel D. Rapid Control Prototyping
diskreter Steuerungen in der Automatisierungstechnik.
In: SPSIPC/Drives Congress; Niirnberg, Germany;
2004. P. 143-152.

Maletzki G. Rapid Control Prototyping komplexer und
fexibler Roboter steuerungen auf Basis des SBC-
Ansatzes. [dissertation in German]. Rostock University,
Germany, 2014.

Schwatinski T, Pawletta T, Pawletta S. Flexible Task
Oriented Robot Controls Using the System Entity Struc-
ture and Model Base Approach. In: Simulation Notes Eu-
rope (SNE), 2012; 22(2): 107-114.

Freymann B, Pawletta T, Schwatinski T, Pawletta S.
Modellbibliothek fiir die Interaktion von Robotern in der
MATLAB/DEVS-Umgebung auf Basis des SBC-
Frameworks. In: Proceedings of ASIM-Treffen
STSGMMS Reutlingen 20./21.02.2014 - ARGESIM
Report Nr. 42, ASIM Mitteilung AM 149, ARGE-
SIM/ASIM Pub. Vienna, Austria, 2014, P. 199-208.

Acknowledgement

The authors are thankful to our former co-worker Tobi-
as Schwatinski and all students who worked very moti-
vated within the project. Furthermore, the authors
acknowledge the financial support of the Federal Minis-
try of Education and Research and the Ministry of Edu-
cation, Science and Culture of Mecklenburg-West Pom-
erania.



SNE TECHNICAL NOTE

Towards a Newer Toolbox for Computer Aided
Polynomial Design of Sampled-Data Systems

Rudy Cepeda Gomez, Bernhard P. Lampe*

Institute of Automation, University of Rostock, 18051 Rostock, Germany; *bernhard.lampe@uni-rostock.de

Simulation Notes Europe SNE 25(2), 2015, 79 - 84
DOI: 10.11128/sne.25.tn.10294

Received: August 15, 2015 (Selected ASIM STS 2015
Postconf. Publ.); Accepted: August 20, 2015;

Abstract. This work presents recent steps taken in order
to update the DIRecTSD toolbox for MATLAB. Thistoolbox
realizes recently developed polynomial methods for the
analysis and optimal design of sampled-datasystems. Once
released, the version under development will be compati-
ble with the newest versionsof MATLAB and includes the
possibility of working with both SISO and MIMO systems.
The text describesthe last published version, an interim
version currently running and the updates planned for a
future stablerelease. Some usage examples obtained with
the interim version are also presented.

Introduction

Sampled-data systems are systems in which a digital
computer controls a continuous-time plant. This class of
systems is widely used in almost any industry. Due to
the periodic sampling, sampled-data systems are period-
ically time-varying systems, so that the standard meth-
ods for time invariant systems cannot be applied. Clas-
sical approaches to the design of controllers for such
systems consider either a continuous time synthesis of a
controller followed by its discretization, or a discretiza-
tion of the plant followed by a controller synthesis in the
discrete time domain. Both approaches are approxima-
tions. Modern approaches to the design of optimal con-
trollers are based on so-called direct design methods,
which take into account the continuous time behavior of
the system without approximations.

The widely known lifting technique [1] allows the
transformation of some hybrid optimization problems to
equivalent problems for time-invariant discrete systems.
However, the dimension of the systems becomes infi-
nite.

This methodology was implemented in MATLAB as
the Sampled-Data Control toolbox [2, 3]. The lifting
technique, however, is not applicable to some important
cases, €.g., to systems with arbitrary time delays.

An alternative for the direct design of sampled-data
systems is the frequency domain approach based on the
parametric transfer function concept [4, 5], which al-
lows to apply polynomial methods for analysis and
design of sampled-data control systems. This approach
has some advantages over the lifting technique: it can be
used even when the continuous plant has time delays
and it also allows to obtain the structure and order of
optimal controllers.

The DIRECTSD toolbox, in its initial version [6], was
designed to implement polynomial methods in the case
of SISO systems. Its development generated a MIMO
version [7], which uses the theory presented in [5]. Its
latest version [8] was a mature project: albeit it focused
on SISO systems, it included options to use either poly-
nomial methods or the lifting technique to solve the
problem.

In addition, a comprehensive set of examples and
demos has been integrated into the MATLAB help ex-
plorer.

The development of the DIRECTSD toolbox, howev-
er, halted with its version 3.0. After almost tenyears
since its last revision, the code became obsolete, mainly
because of the change in the object-oriented program-
ming (OOP) model introduced in MATLAB release 2012.

During the last year, an effort has been made within
the Institute of Automation at the University of Ros-
tockto update the code and to have, once again, afunc-
tional toolbox. The steps taken in this directionand the
current development status of the DIRECTSDversion 4.0
are presented in this paper.
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1 Structure of DIrRecTSD 3.0

The DIRECTSD toolbox is currently in its version 3.0,
which is available in [9]. The current code uses OOP to
define a new class to create and manipulate polynomial
objects. The classpolnand its methods are one of the
most important parts of the toolbox. To model continu-
ous and discrete linear time invariant (LTI) systems, the
standard objects from the Control Systems Toolbox of
MATLAB, i.e. tF, zpk, orss, are used. Some func-
tions for these objects were overloaded in order to
change their behavior.

The toolbox provides functions to perform analysis
and design of sampled-data systems using both the
frequency domain methods presented in [4] and the
lifting technique [1]. Due to some unsolved numerical
robustness problems encountered during the develop-
ment of the MIMOtoolbox only SISOcontrollers are
considered in this version.

As the OOP model of MATLAB changed with ver-
sion 7.6 (Release 2008a), the syntax of class poln
made it obsolete. This change also removes the support
of overloaded functions, making the methods newly
defined for the standard objects unusable.

2 Interim: DIRecTSD 3.5

The first steps taken towards the newer version were
aimed to recover a basic level of functionality while the
new developer got familiarized with the structure of the
code and its theoretical background. The result of this
work is an interim version, which is being used as a
basis for further developments.

For this intermediate version, designated as DI-
RECTSD 3.5, the class poln was rewritten to make it
compatible with the new OOP model. To recover the
functionality of the overloaded functions, new classes
were defined as subclasses of the standard MATLAB
classes. For example, for the tf class a subclass called
sdtf was defined. In this way, the class sdtf inherits
all the properties and methods of a standard tf object
replacing the old methods with those that were over-
loaded in previous versions. Albeit this solution re-
quired extensive editing of the codes, it was the most
practical way to replace the overloaded functions.

Besides the recovery of the basic functionality some
minor extensions were added to the toolbox. The most
important is the possibility of using a first order hold
with systems affected by a time delay.

Since this version is considered as an interim while
the newer version is under development, we have no
plans to make it publicly available. However, any inter-
ested reader may contact the authors to request a copy.

The following subsections present some examples of
usage obtained with DIRECTSD 3.5.

2.1 H,-Optimization of a system with delay using
Zero and First Order Hold

This case study consists in solving the H, optimization
problem for a sampled-data system affected by a time
delay, using two different hold devices. The objective of
the H,optimization is to find the transfer function C({)
of the LTI digital controller described in the complex

=ST_ such that the minimum value

variable { =z 1 =e
of the mean variance of the output £(t) is obtained. This

mean variance is defined as

1T
d£=ff0 d, (t)dt (1)

where d.(t) = d.(t + T)is the instantaneous variance
of the signal e(t) [4].

We would like to compare the results (the order of
the controller and the optimal cost) using each hold
device.

The system under study is shown in Figure 1. It con-
sists of a continuous plant P(s), a digital controller
C({¢), ahold device H(s), and a pure delay representing
time needed for computation, communic,ation or
transport. The plant is taken as P(s) = 1/s(s + 1), and
a sampling period T =lsec is used. A value of
T = 0.1sec is set for the delay.

C(§) fe-=--

Figure 1. Structure of the system.

The two options considered for the hold device are a
zero order hold (ZOH) for which

u(t) =v,for kT <t < (k+ 1T, 2)



and a first order hold (FOH) for which

w(t) = vy + (£ = k)
3

for kT <t < (k+ 1)T.

In order to use the DirecSD toolbox, the system must be
converted into the standard form of MIMO sampled-
data systems as shown in Figure 2.

Since in our case we have only a SISO system, all
matrices and signals are scalar quantities.

A Tk L 20
M(s) N0
u(t)
Vi

C(¢) F-— H(s)

Figure 2. Standard sampled-data system.

Finally, we configure the scalar blocks

K(s) = P(s), L(s) = P(s)e™™,

M(s) = —P(s), N(s) = —=P(s)e™ ™.

The commands needed to run the example are as fol-
lows.

At first, let us set-up the system:

>>T = 1; %Sampling Period

>>H0 = tf(1,[1 0]); %Zero-order hold
>>H1(:,:,1,1)=ss(1);%First-order hold
>>H1(:,:,2,1)=ss(1);%First-order hold
>>P = zpk([]1.,[0 -1],1); %Plant

>>tau = 0.1;

>>Fdelay = tf(1);

>>Fdelay.iodelay = tau;

>>Pdelay = P*Fdelay;

>>sys = [P Pdelay; -P -Pdelay];

The last line creates a rational matrix, which represents
a system in the standard form. The functionsdh2 is used
to synthesize the controllers and to find the optimal cost.
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The commands issued are

>>[Kzohd, err0d]
>>[Kfohd, errld]

sdh2(sys,T,[],H0);
sdh2(sys,T,[],H1);

For the ZOH the toolbox reports the controller

—193.39(¢ — 3.964)

C = 4
0(® (¢ +171.1)({ + 1.143) @
with a minimum cost of d,, = 0.6003. On the other
hand, using the FOH, we obtain the controller
200(¢ — 3.819)
C(9) = ®)

(¢ +118.4)({ — 2.705)({ + 0.9415)
with an optimal cost d,; = 0.6538.

These results show that in this particular case the in-
troduction of a FOH does not show any advantage over
the use of a ZOH. Besides the higher order of the re-
ported controller, the performance index worsens when
the FOH is used. While a first order interpolator would
give smoother results, here due to the necessary causali-
ty oft he real hold element, the FOH becomes an ex-
trapolator. This fact explains the above results. To have
a more decisive comparison, Figure 3 presents the inter-
sample varianced, (t)for both cases.

0.68

0661 -

0.64

062F- o on -

d

06}

0.58

0.56

0.54

0 0.2 04 0.6 0.8 1
!

Figure 3. Comparison of the inter-sample variances for

the cases with ZOH and FOH.

To obtain this plot, we used the function sdh2norm
which finds either the mean variance or the variance at a
certain point within the sampling interval.
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For this particular case we issued the following
commands to DIRECTSD 3.5

>>t = linspace(0,T,50);
>>errs0d = sdh2norm(sys,Kzohd,t,HO);
>>errsld = sdh2norm(sys,Kfohd,t,H1);

in order to obtain the variance at 50 equidistant points
within the sampling interval. The results were then
plotted to obtain the picture observed in Figure 3.

2.2 H,-Optimization of a generic system
with two delays

This example considers the H,optimization of a closed
loop sampled-data system, as shown in Figure 4.

Zu(t) w(t)

Va (s) F.(s)

B EASI—. _'{ Fi(s) }"O*{ B (s) = Vi (s) ﬂ

(1)

N =G (s)e T

Figure 4. Structure of the system.

This is the most general case for a single loop system
with a SISO controller.

For optimization purposes, the output of the system
is taken as

zy (1)
z(t) = [ Y 6
©=1,") ©)
and the cost function to be minimized is
J= ‘Iz = ‘Zzy + azu N

In order to use the DIRECTSD toolbox, the system must
be transformed into the standard form of Figure 2.

Realizing that the input of the system is

x@ =[] ®)

we obtain
K(s) = [V1(S)F2(()S)Fw(s) g] ©)
_ i(S)Fy(s)Fy(s)(H)H(s)e ™S
L(s) = [ Vo(s)H(s)e ™S ] (10)
M(s)

= _[G)FR(S)F ()™ G(s)En(s)e ] (D)

N(s) = —GS)F,()F ()H(s)e s, (9

Consider a simple case in which the disturbance and
measurement noise are both withe noise. This means
that the forming filters £, (s) and F,(s) are both equal
to 1. The weights of the output signals are taken as
Vi =1 and V, = 2. The other components take the
following values

1
Fi(s) =——,

s+1 G()=1,
2 0.25
R = HO) =005

The two time delays are 7, = 0.05 sec and 7, = 0.1 sec,
whereas the sampling period is taken as T = 0.5 sec.

This example is run by entering the following com-
mands

>>F1 = tf(1,[1 1]);
>>F2 = tf(2,[1 2]);

>>Fm = 1;
>>Fw = 1;
>>taul = 0.05;

>>tau2 = 0.1;

>>G = -tf(1, " iodelay”,tau?);
>>H = tf(0.25,[1 0.25],"iodelay”,taul);
>>V1 = 1;

>>V2 = 2;

>>T = 0.5;

>>H0 = tf(1,[1 0]);

>>K = [V1*F2*Fw 0; 0 0];

>>L = [VI*F2*F1*H; V2*H];

>>M = [G*F2*Fw G*Fm];

>>N = G*F2*F1*H;

>>sys = [K L; M N];

>>[C, err] = sdh2(sys,1,[],H0)
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Considering these values, the optimal controller is found
as
0.88946(¢ — 1.284)({ — 2.718)
Copt(() =

(C +3.721)( — 3.134)({ — 13.81)

(13)

with an optimal cost /o, = 0.99995.

3 Future Version: DIRecTSD 4.0

A complete refurbishing of the toolbox is currently
undergoing. We aim to recover the full capabilities of
the last public release while we add some bells and
whistles. Some of the improvements being added or
planned to be added are

A new class for rational matrices: Up to this point,
different classes have been used to represent poly-
nomial matrices (class poln ) and rational matrices
(linear systems in zpk, tf or ss form).

This created the need to some extra code to perform
transformations when two objects of different clas-
ses should operate together.

The new classes will be subclasses of the standard
MATLABclasses, so that they can inherit their proper-
ties and methods, and will also have all the particu-
lar methods to operate with polynomial matrices,
i.e., rational matrices with denominator equal to one.

Packages for different methods: In its version 3.0
DIRECTSD includes options to work with the lifting
technique or with polynomial methods.

These functions are being reorganized in the form of
packages, according to the new OOP model of
MATLAB.

Support for MIMO systems: The DIRECTSDM toolbox
[7] was abandoned due to numerical instabilitiesof
the MIMOversion of the algorithms for polynomi-
aldesign of sampled-data systems.

An effort is being made in to develop numerically
reliablealgorithms for this case. We are attemptingto
include said algorithms in the newer version.

Updated examples, demos and help files: The
htmlhelp files will be revised and updated once the-
final code is in place.

Besides this user-facing improvements, the codes
ofall the functions are being revised. The coding style is
being standardized and the internal documentationis
being improved. These steps aim to simplify the
maintenance of the toolbox.

For future versions, we are already considering the
possibility of developing a graphic user interface, simi-
lar to the SISO tool included in the standard Control
Systems Toolbox.

4 Concluding Remarks

This paper described the current development status of
version 4.0 for the DIRECTSD, a MATLAB toolbox for
the analysis and design of sampled-data systems. While
an interim version, which recovered the basic function-
ality of the obsolete code, is in place, the work to obtain
a completely revised version is on going.
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Abstract. The Modelica Fluid library provides a frame-
work and a large number of components for thermo-
fluid applications. This should simplify the task of model-
ing a large pneumatics system considerably. Neverthe-
less a lot of problems remain. Some of them are due to
the lack of important components that are difficult to
model, others are related to deficiencies of the used
modeling software. But the really hard problems come
from conceptual difficulties that are well known to ex-
perts and plague the practical modeler. The lessons
learned from building and using a basic pneumatics
library show what is feasible right now - and where fu-
ture work is needed to make modeling of fluid systems
easier.

Introduction

Pneumatic systems are used in industrial applications to
distribute power infactory buildings. Such installations
can be huge, consisting of largedistribution networks,
several compressors and many different kinds ofcon-
sumers. Planning a new network or optimising an exist-
ing one involves alarge number of parameters and pos-
sible configurations. A particular problem is the un-
known timing behaviour of the consumers, which is
often highly irregular. This obviously calls for an ap-
propriate simulation tool.

The simulation of fluid systems with compressible
media is a difficult task. Alarge step forward has been
the introduction of the Modelica Fluid library[1] (in the
following often abbreviated as MFL).

It incorporates the fundamental behaviour of one-
dimensional thermo-fluid systems and containsbasic
components for vessels, pumps, valves, pipes and other
networkelements. It uses the Modelica Media library [2],
which allows to choose from a large list of predefined
fluid media, compressible as well as incompressible.

Under these conditions Waskonig+Walter decided to
start a simulation study incooperation with the PHWT to
optimise its existing pneumatics network. Thesimulation
should help to find the reasons of bottlenecks and to
evaluate theeffects of simple actions beforehand. The
tool chosen was OpenModelica, whichis open source
and has a good support of the MFL. From the academic
point ofview two questions were of special interest:
How easy is it to use the MFL fordevelopment of own
libraries? What is the current status of OpenModelica
concerning MFL?

In a first step a simple library has been constructed
that contains allnecessary components. It does not com-
pete with any of the commercial pneumaticslibraries
available, but concentrates on the basic network. Nota-
bly missing are models for valves and actuators. A spe-
cial feature is a focus on the teebranch, which is a com-
mon device in pneumatics networks and is astonish-
inglyhard to model with reasonable accuracy.

The choice to work with OpenModelica had serious
consequences. To make clearwhich of the difficulties
are intrinsic to the modeled system and which are dueto
deficiencies of the software, the construction of the
library and the modelswill be described in the following
using Dymola, which is arguably the bestplatform for
MFL applications at present. The particular problems
coming from using OpenModelica are subject of a later
section.
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1 The PneuBib Library

All components that are needed in the following to
model simple pneumatics networks are combined in the
PneuBib library. Two basic assumptions are made
throughout: The temperature is constant and given by
the ambient temperature, and the medium used is Sim-
pleAir from the Modelica.Media library.
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Figure 1: PneuBib library.

The model names are in German, but will be translated
here for better readability. The library consists of the
following packages (Figure 1):

e Interfaces and Icons provide the common infra-
structure of ports, base classes and functions.

e Parts contains the main components for the network
and will be discussed in more detail below.

e SourcesConsumers includes the usual source blocks
to define pressure, mass or volume flow as well as a
generic consumer block. This is simply a wrapper
around the linear valve component from the MFL
connected to the ambient pressure. For convenience a
special consumer is added that opens periodically
with additional parameters for number of periods and
start time.

e Sensors provide access to the values of pressure,
mass or volume flow in a network model.

e CompressorController contains components for
the modelling of the controlled compressors that are
used at Waskonig+Walter.

The Partssublibrary contains a few components that
are wrappers around corresponding MFL blocks: The
Tank is an isothermal version of the ClosedVolume, the
Pipe consists mainly of a DynamicPipe with two nodes.
The CurveMFL uses the CurvedBend from the MFL
Fittings package. Unfortunately it doesn't work in
OpenModelica, therefore a simpler version Curve has
been added that relies only on the MFL function
dp_curvedOverall DP to compute the pressure loss.

Finally Parts provides several versions of a tee
branch. They are the most complex part of PneuBib and
will be explained in the following section.

2 Modeling a Tee Branch

The seemingly simple tee branch is difficult to model
due to its several operational modes corresponding to
the directions of the flows at its three ports: It can be
used for splitting the main flow using the side branch
either as one of the outgoing directions or for the incom-
ing flow. One can join two flows with the combined
outgoing flow either going straight or through the side
branch. And for a compressible medium one could even
use all three connections in the same direction, either
outgoing or incoming.

The flow situations in all these cases are completely
different - and always very complicated. Fortunately we
are not interested in the exact flow but only in the over-
all pressure drops. Of course these depend on many
details like the exact geometry of the pipes or the
roughness of the inner pipe surfaces. But for our pur-
pose of designing or analysing a pipe network, a simple
approximation is often good enough. For this reason the
PneuBib library contains several tee branch models with
different levels of complexity and accuracy.

The MFL contains two models named TeeJunc-
tionIdeal and TeeJunctionVolume, but they are not
useful here, since they only describe the mixing proper-
ties, not the pressure loss in the junction.

Fortunately this gap has been filled by the free pack-
age FluidDissipation [3], which contains a lot of func-
tions for heat transfer and pressure loss in many im-
portant cases, among them the tee branch. For the com-
putation of pressure losses the library relies heavily on
[4], a large compilation of knowledge in form of formu-
lae, tables and graphs.
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To implement these into numerically stable models
they had to be complemented by a whole bunch of in-
terpolation and regularisation formulae and combined
with sophisticated schemes to discriminate between the
different modes of the tee junction.

In addition to the necessary functions the Fluid-
Dissipation library contains a ready-to-use example
component of a tee branch. This has been incorporated
into the PneuBib as TeeBranchFD, which adds only a
wrapper to fix many of the parameters that are not used
in the pipeline context. The TeeBranchXRG component
is a simplified version that uses the pressure loss func-
tions directly.

A simpler version is TeeBranchl, which is reduced
in three ways: First it implements only the two modes
that are used in the following, namely splitting and
joining along the straight direction. Second, it neglects
all density changes and uses only the density at the
straight input for all computations. And finally it com-
putes the pressure drops by using only simple interpola-
tion polynomials for the pressure drop coefficients as
functions of the volume flow ratio Quranch/Qcombined

The task of finding an appropriate polynomial is not
easy not because it is hard to find one, but because
there are many published versions. Figure 2 gives an
impression of the large variations in published values.
The relations that are implemented in TeeBranchl are
based on data given in [5] for the split case and on the
formulae in [6] for the join case.

Fortunately the general conclusions for the models
of interest here do not depend significantly on the de-
tails of the chosen curve.

The largest impact of the simplifications has the as-
sumption of constant density. Therefore PneuBib con-
tains the variant model TeeBranchlC that uses the ap-
propriate variable densities for computing energy bal-
ances. Only for the computation of the { values it sticks
to the mentioned polynomials - mainly because better
results for compressible media are not available.

When dimensioning pneumatic networks in practice
one often uses a very basic approach to include the
pressure losses of tee branches: At each outgoing junc-
tion one adds a ‘virtual’ substitutional pipe that repro-
duces the pressure loss of the tee branch [9].
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Figure 2: Pressure drop coefficient for the splitting tee
branch.

By choosing an appropriate pipe length according to the
dimensions of the junction one can get a rough approx-
imation of the pressure losses.

Values for the substitutional length can be found
from vendors of pneumatic equipment, e. g. at [10]. The
basic component TeeBranch implements this idea.

3 Testing the Tee Branch
Components

Several tests have been performed to check the basic
functionality and to compare the different models of the
tee branch. Figure 3 presents one of the test models. It is
used to measure the pressure drops in the joining case,
where a given time varying mass flow is inserted at the
left port and a constant mass flow at the side port. The
outgoing port on the right is connected to a fixed pres-
sure.



Junglas et al.

Simulating a Pneumatics Network using the Modelica Fluid Library

teebranchi1

v massflow1
.
freqHz=1 ",

systam

pressuresourcel

defaulls
massflow2 \\/‘ a¥

E

Figure 3: Model for testing a tee branch component.

The resulting pressure drops from the straight and the
side connection to the output are compared in Figure 4
for the three models TeeBranchFD, TeeBranchl and
TeeBranch. The curves show a good qualitative agree-
ment, their differences are to be expected considering
the variability of the different underlying data.
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Figure 4: Comparison of the pressure drops in join mode.

One important thing that has been learned here is
how to choose the parameters for the basic TeeBranch:
The values given for the substitutional length vary by
more then 25 % (e.g. between [9] and [10]), the rough-
ness k of the substitutional pipe is not given at all. But
the test results have shown that the roughness has a
considerable influence. Therefore the lengths have been
chosen according to [10], which includes values for the
straight direction as well, and the value for k has been
adapted to reproduce approximately the results of the
other components. The resulting value of k = 0.25 mm
seems reasonable being in the range for used steel pipes
that is given in [11].

Similar tests in the split case have an unexpected be-
haviour: The elaborate models show an increasing pres-
sure in the straight direction, whereas the simple Tee-
Branch gives a pressure drop.

A second thought explains this phenomenon: The
pressure rise is the dynamical result of the velocity drop
due to the splitting of the flow, an effect that is not in-
corporated in the simple ‘substitutional pipes’ model of
TeeBranch.

But this doesn't make the simple model useless,
there are two different ways how to cope with it: First
one could just use it, including the pressure drop. After
all the substitutional lengths (for the split situation!) are
a reasonable rule of thumb coming from practical expe-
rience. Most likely it includes dissipative effects that
have been neglected here so far. If one wants to repro-
duce the results of the other tee branch models instead,
one can get a pressure rise just by using a negative
length of the substituonal pipe.

It is rather unexpected that this simple idea works
with ModelicasDetailedPipeFlow model, but so it does!
In the following the TeeBranch will be used with pa-
rameter values that roughly reproduce the results of the
other models.

To see how the different tee branch models perform
as part of a network, in the next test one short straight
pipe is inserted between the tee branch and the pressure
source.

This leads to rapid pressure oscillations with ampli-
tudes of several bar, which are strongly damped and
converge to the expected result after a few seconds.
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Figure 5: Model of a pneumatics network.

Their origin can be easily traced back to the start values:
The System component defines a default start pressure
for all blocks that is set initially to the ambient pressure
of about one bar. Changing this to the value given by
the pressure source reduces the amplitude of the oscilla-
tions to 0.2 bar. Setting the initital mass flow through
the pipe to its steady-state value the amplitude goes
down to 0.03 bar, which is in the order of the expected
pressure losses. To get rid of the remaining oscillations
too one had to supply more precise initial pressure val-
ues at all three ports, which are generally not known
beforehand.

For the final test the position of the pipe has been
changed: It is now inserted at the opposite side of the
tee branch, directly connected to the mass flow source.
In this case the simulation stops after a very short time
with an error: The Newton solver is not able to produce
reasonable initial values.

Trying to fix more initial conditions doesn't help at
all, apparently very precise values are needed here for
the solver to converge. The problem is the same for all
tee branch models in PneuBib, even for the simple Tee-

Branch.

Only for the TeeBranch with
positive substitutional pipe lengths the
solver works fine and the results are
as expected, but of course with a
pressure drop along the tee branch
instead of a rise.

A way how to cope with difficult
initialisation problems has been pro-
posed in [12]: One substitutes the
problematic component with a sim-
pler version that is used only for ini-
tialisation.

Layor

cons

oy

Using a homotopy, i.e. a continu-
ous path from the simple to the com-
plete model, one adapts the initial
values gradually, until proper values
for the final model are found.

verbraucha

This method has been applied suc-
cessfully in different contexts, espe-
cially for thermo-fluid models [13].

verbraucha

3

According to this idea several
simplified versions of the model have
been developped, using a heavily
reduced tee branch component, a pipe
with a linear pressure drop law, a
smoothly rising mass flow, a pressure source instead of
one flow source or combinations thereof. All of them
worked fine without the additional pipe, none of them
lead to converging of the Newton solver. The only re-
maining tee branch model that actually works is the
simple TeeBranch with positive substitutional pipe
lengths.

4 Simulating Complete
Networks

After the basic PneuBib library has been built and tested
one can finally turn to the modeling of concrete pneu-
matics networks. A basic example consisting of several
pipes, curves and branches together with a controlled
compressor, a few consumers and an auxiliary tank is
shown in Figure 5.

According to the findings of the last section all
branches are simple TeeBranch components with posi-
tive substitutional lengths given by [10]. If one replaces
just one of them with one of the more elaborated models
the solver can't find initial values.
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Nevertheless such a model can be used to answer

some of the questions that appear in real networks, e.g.:

e How large are the pressure drops in several parts of
the network and where are the bottlenecks?

e Can the compressor provide the necessary mass
flows everywhere, especially in the case of two
neighbouring consumers with large demands?

e What size and position should auxiliary tanks have to
buffer peak demands?

As a concrete example the situation at the two consum-
ers on the lower right of Figure 5 is considered. Their
timing behaviour is shown in the upper graph of fig. 6:
Both are used periodically with the same frequency, but
different start time, leading to a small overlapping peri-
od, where both are working simultaneously. The dia-
gram in the middle of fig. 6 displays the resulting pres-
sures at both positions: When only one is used the pres-
sure drops by about 0.15 bar, and it goes down by al-
most 0.4 bar, when they are working both. To resolve
this problem an auxiliary tank can be installed between
the two consumers. The resulting behaviour can be seen
in the lower diagram of Figure 6. The total pressure drop
is now reduced to almost half of the previous value.

Large systems with more than 60 components and
5000 equations have been studied in this way. In spite
of the severe limitations of the tee branch model their
results have been used successfully to improve a real
pneumatics network.

5 Working with OpenModelica

As has been mentioned in the introduction all simula-
tions should be performed with the open source program
OpenModelica. Though its user interface is not as elab-
orated as those of commercial programs, its Modelica
engine works generally very well in a wide range of
applications [14].

Furthermore in the 1.9.1 release, which is the base of
this investigation, it provides much better support of the
Modelica Fluid library than most commercial programs
except for Dymola. For this reason it seemed to be a
cheap but promising alternative.

First tests using only MFL components showed
promising results, most of the corresponding ‘wrapped’
PneuBib components like Tank and Pipe worked as
well. Only the Curve showed a strange behaviour, the
simulation lead to undefined values for the mass flow.
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Figure 6: Simulation results of the example network.

Using instead the corresponding component Bend-
FlowModel from the FluidDissipation library made
things worse: Now the simulation lead to an error at
initialisation. A working model could be constructed by
simplifying the MFL version: Instead of using the func-
tion dp curvedOverall MFLOW to compute the mass
flow from the pressure difference and taking into ac-
count the different densities and viscosities at both ends,
it uses the inverse dp curvedOverall DP and the
density and viscosity only at one end.

This worked in OpenModelica and lead to almost
identical results in all cases of interest here (as verified
later using Dymola).

The real challenge was to find a tee branch model
that works in OpenModelica. Tests with the example
component that is included in the FluidDissipation li-
brary did not succeed, the solver produced an error
while flattening the equations. Simplifying this model
by using the pressure loss functions directly did not
remove the problem.
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Only after reducing the complexity largely one ar-
rived at a working component that is included in Pneu-
Bib as TeeBranchl and described above.

That the structure of this model is on the brink of
OpenModelicas capabilities becomes apparent, when
one tries to remove some of its limitations: Using Tee-
BranchlC that includes some effects of the varying
density, the simulation stops after a short time and pro-
duces very strange results that are due to completely
wild initial conditions.

Since due to the initialisation difficulties all the
problematic components could not be used in the final
models anyhow, the prospects were good that the real
pneumatics network could be analysed. Unfortunately in
the case of the complete model with more than 100
components and 10000 equations OpenModelica gives
up due to sheer size, the Modelica compiler crashes in
an early phase.

Several simplified versions have been tried with
nonconclusive results: Some models with 80 compo-
nents and 7000 equations run for a short simulation
time, before the compiler stops with an error, other
much smaller models crash immediately.

A reduction of the network to 60 components and
5000 equations has lead to a model that generally runs
long enough to produce interesting results even after
several structural modifications or parameter changes. It
was the basis of the final investigations, which lead to
improvements of the real pneumatics system.

6 Conclusions

The modeling and simulation of the “simple” pneumat-
ics network turned out to be much harder than had been
expected at the beginning. This is a consequence of
several different problems:

e The MFL components are very complex, they contain
many parameters and subsystems that are difficult to
understand for an unexperienced user. This problem
gets much worse if one tries to create similar compo-
nents from scratch.

¢ Some important components are missing, especially
for the tee branch. The FluidDissipation library is a
useful addition here, but it is not easy to use either.
Especially the documentation and presentation of
ready-to-use components leaves room for improve-
ment.

e The fundamental problem of initialisation seems to
be still far from being solved. Maybe the homotopy
method is a feasible approach, but at least the authors
were not able to find a working solution here.

The decision to use OpenModelica did not help either:
Though it generally works fine in simple standard situa-
tions, it still has serious problems with models that are
very complex or very large.

Especially it did not cope well with the FluidDissi-
pation library. In combination with the intrinsic prob-
lems listed above this lead to endless debugging ses-
sions where it was almost impossible to isolate the rea-
son of a specific failure.

Nevertheless in the end it all worked out: The indus-
trial partner has now a working tool that helps to opti-
mise his pneumatics installation. It has a sufficient accu-
racy and is open source. This miracle came about by
simplifying the original system dramatically until all
difficulties disappeared. Along the way one got rid of
the limitations of the tool.

Is the MFL ready for end users? Principally yes - but
only, if you are willing to accept simplified solutions
and are prepared to work very hard!
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Abstract. A simulation environment for the design of
battery management systems (BMS) based on the mod-
elling languages SystemC/SystemC AMS will be present-
ed. Models of battery cells, the temperature and current
sensors, the components for balancing of the battery
cells, the integrated circuits to monitor the cell voltages
and the interface for the data transmission to the con-
troller where the BMS software is running describe the
hardware. The software can be integrated via an AU-
TOSAR RTE compliant application programming interface
into the simulation. The approach allows considering the
nominal as well as the faulty behaviour of components.
The simulation environment is integrated into the design
environment COSIDE.

1 Introduction

The relatively low energy density of available electrical
energy storage elements and their limitations for auto-
motive applications currently form the critical point in
the area of electro mobility. Therefore, the best use of
battery cells regarding their capacity to extend the range
of electric vehicles (EVs), increase of the life span of
cells to decrease the costs of ownership, and the safe
operation of battery cells are required. An optimal and
intelligent battery management is essential to achieve
these objectives.

The BMS must ensure the optimal charging and dis-
charging of the battery over its lifetime and make sure
that the battery never reached a critical state, which can
lead to their destruction, fires or explosions.

Within the project IKEBA [1], a prototype of a vir-
tual design platform is implemented, which allows to
check the suitability and the interaction of selected
hardware components (lithium-ion batteries and semi-
conductor circuits to monitor the battery status) and the
software of a battery management system (BM soft-
ware) by means of simulation. This way, the develop-
ment of battery management systems including their
software is supported. Investigations on how to increase
the range of electric vehicles for different driving condi-
tions by improvements of the battery management soft-
ware and the characteristics of the applied hardware can
be carried out using the design platform.

Partners in the project IKEBA are the Hella KGaA
Hueck & Co, the Atmel Automotive GmbH, the Insti-
tute for Applied Materials - Applied Material Physics of
the Karlsruhe Institute of Technology and the Fraunho-
fer-Gesellschaft e.V.

2 Implementation

The design environment COSIDE [2] for the develop-
ment of electronic systems is the basis for the virtual
simulation platform. COSIDE is a tool that allows hand-
ling of high complex electronic or heterogeneous sys-
tems together with the software that runs on these sys-
tems. Such systems can be modelled and simulated
within COSIDE.
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Figure 1: Components of the BMS Design environment.

The model creation for the hardware components is
done with the SystemC and SystemC AMS hardware
description languages. This approach allows a detailed
inclusion of the components of the battery management
integrated circuits (BM ICs) considering the characteris-
tics of the Analog-to-digital converters (ADCs), delay
times of the digital components, and the data interface
(specifically SPI, the Serial Peripheral Interface) be-
tween BM ICs and battery management controller. The
properties of batteries, circuits to compensate unequal
state of charge of cells (cell balancing) and different
load profiles can also be described. SystemC/SystemC
AMS allows a compilation of the model descriptions for
a fast simulation. For the development of the BM soft-
ware an AUTOSAR RTE (Real Time Environment)
provides a compliant application programming interface
(API) with the required C function interfaces.

The virtual design platform is tested using a hard-
ware demonstrator in the IKEBA project. The expected
nominal behaviour is simulated and can later be com-
pared with measurement results in order to validate the
approach that is used for the virtual design platform.
Later on, different concepts to operate the battery cells
can be compared by means of simulation with the aim
of increasing the range of an EV.

A number of models using SystemC and SystemC
AMS have been created in connection with the model-
ling and simulation of the hardware demonstrator. A
parameterization was done for the components that are
to be used in the hardware demonstrator. Table 1 gives
an overview of the currently existing models that have
been implemented at Fraunhofer IIS/EAS. Through
exchange and extension of models, the described solu-
tion can be easily adapted to other applications.

Model

Description

Battery battery_cell

Table model for battery cell

cell_temp

Heat generation in the
battery cell and exchange
with the environment

battery _pack_6s1p

Battery stack
(6 battery cells in series)

BMIC bmic_eln

Model of the electrical
terminal behaviour of the
BM IC for measuring and
monitoring battery stacks in
hybrid and electric vehicles

BMIC bmic_simple

Behavioural model for BM
IC for measuring and moni-
toring battery stacks in
hybrid and electric vehicles.

Environ- | simple_hvcs_eln

High voltage current sensor

ment .
€ ntc_thermistor_

characteristic

NTC resistance characteris-
tic with temperature de-
pendency

temperature_
measurement_eln

Resistance circuit for tem-
perature measurement

file_in_eln_isource

Source with reading a
current profile from a file

BM Con- |RTE
troller

AUTOSAR RTE compliant
API of the BM controller
(BM-software)

LM tim2spi_target

Transaction Level Model
(TLM) interface for SPI
(for connection of the BM
the BM IC controller)

tim_current_sensor

TLM interface for Local
Interconnect Network (LIN)
modelling (for connection
of the power sensor to the
BM controller)

tim_controller

TLM model of the
BM controller

Table 1: Models for virtual design platform.

3 Example

The following Figure 2 shows the schematic and the
corresponding non-electrical parts for a BMS system
model, which was developed in the IKEBA project.
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Figure 2: Top level description of a BM system model.

A generic approach, whereby individual components
can be exchanged was applied here. A possible applica-
tion is the investigation of the accuracy requirements of
the ADCs for the voltage, current and temperature
measurements. The function of the BM software regard-
ing exchange of individual components such as battery
cells and monitoring ICs can be checked. For investiga-
tions at system level a high performance of the simula-
tion is mandatory to get meaningful results within a
reasonable time. To ensure this, efficient modelling
approaches as an abstraction of the data bus interfaces at
the transaction level (TLM) are applied.

At this level, the focus is less on the physical im-
plementation of the interface, the real signal realization,
but more on the transaction of data itself. This supports
a generic modelling approach, where changes of the
implementation of the bus system can easily be realized.

This concerns the connection to additional components
or the use of system components from other manufac-
turers. In conventional modelling approaches, modifica-
tions of the interface specifications require to change
also the connected models. This would not be a generic
approach. In automotive electronics, a variety of differ-
ent interfaces for the connection of controllers with each
other or to other circuits in the system is applied. In
addition there are mostly misused variations of these
interfaces. However, the exact connection of bus com-
ponents and their modelling at low level plays usually
only a minor role for functional system investigations.
Furthermore, the TLM method improves the simulation
performance and offers high efficiency, since the low
level signal behaviour must not be reflected by the
models. A high efficiency is also a prerequisite to per-
form statistical analyses or parameter variations.
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Figure 3: Current profile, voltage and SOC of a battery cell.

An example is given by the connection of the BM
ICs with the battery controller and the inclusion of the
BM software in the system description. Figure 3 shows
simulation results for the battery voltage and SOC histo-
ry based on a predefined current profile that corresponds
to a NEFZ drive cycle for a special car.

4 Selected Models

4.1 Model for the battery cell

The batteries are composed of lithium-ion cells. The
model of a single cell is described in SystemC AMS.
The network model consists of an open circuit voltage
V.., an internal resistance Ry in series with two RC
circuits R1 || CI and R2 || C2, see Figure 4:

Cl Cz
|ce|l |_ _"_
Vac Riv R; R, Veell
50 |
o N

Figure 4: Structure of a cell model.

Ry mainly represents the static internal resistance, the
RC circuit R || C; models the regeneration after loading
and unloading with a time constant of about a minute
and the RC element R, || C, contributes to the AC im-
pedance with a time constant of about 1 ms. The ele-
ments of the equivalent circuit depend on the state of
charge (SOC) of the battery cell and its temperature.
The state of charge is updated w.r.t. the charge and
discharge currents of the cell and the cell capacity that
depends on the temperature.

The dependencies of the elements of the cell model
can be determined based on measurement results for the
loading and unloading of selected cells using the current
interruption technique (CIT) [3]. For selected values of
SOC and temperature, the corresponding parameters of
the equivalent circuit model are determined. The de-
pendencies are provided in the cell model by interpola-
tion between table data points. Because the changes in
SOC and temperature are "slowly", the model uses at
the actual simulation time point their values at the last
accepted time point. Thus, the evaluation of the battery
model is a linear problem at each simulation time point.
This circumstance helps to speed up the simulation.
Analytical models to describe the dependencies require
knowledge of cell parameters and make assumptions of
functions that describe SOC and temperature dependen-
cies. A widely used approach is suggested by Gao et al.
[4] and also implemented in the design environment.

4.2 Interfaces of BM IC and BM controller

The interfaces of BM ICs and flow meter to the battery
management controller have been described with trans-
action-level models (TLM). The following functions are
supported by the transaction-level models:

o Initialization BM ICs

o Initialization of the high voltage current sensor

e Making available cell voltages using the BM ICs.
If necessary separate functions for
— Start the measurements
— Read the values

e Making available cell temperatures using the BM
ICs. If necessary separate functions for
— Start the measurements
— Read the values
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e Making available currents through cells in series us-
ing the high voltage current sensor. If necessary sepa-
rate functions for

— Start the measurements
— Read the values
¢ Control BM ICs signals for cell balancing

4.3 BMS application software interface

The BMS application software can access values pro-
vided by the BM ICs and the current sensor using com-
pliant application programming interface (API) corre-
sponding to an AUTOSAR RTE.

4.4 Inclusion of the BM - software

In order to include the battery management software in
the system simulation, a controller model must exist
which interacts with the hardware components. This is
implemented by a generic model of the controller that
calls the software applications with the help of a sched-
uler process. The scheduler process is sensitive to the
external clock, reset and interrupt signals.

Figure 5: Interface with BM IC and BM controller.

Furthermore, access functions on the so-called hardware
abstraction level are provided. These functions can be
used by the software components. When calling such a
function by a software application, a corresponding
TLM transaction is initiated by the controller model.
The transaction realizes the access to peripheral hard-
ware. This approach provides an opportunity for high-
performance access to hardware components. The ac-
cess is independent of the actual physical interface. As
another advantage, the software can be used for differ-
ent architectures and peripheral configurations. It is only
required that the selected hardware address is valid.

Thus, this solution enables a clear separation of the
individual components. They can be developed consist-
ently.

If the target hardware model has no TLM - interface,
a conversion between the TLM representation and the
real-world interface signals must be carried out. This
was necessary for the BM IC model. For future applica-
tions, the converter model could be generated automati-
cally based on the underlying fundamental basic librar-
ies (e.g. TLM Sockets) and the specification of compo-
nents (e.g. SPI frames for specific ICs).

Scheduled function
(e.g. main)

Hardware model

Access functions
(Hardware abstraction
layer)

I
external input pins Scheduler process TLM initator socket
Jukiandiol o TLM initai

Generic controller model

Figure 6: Generic controller model and implementation
of software applications.

4.5 Hardware-in-the-loop
application (HiL)

The system model can also be used for HiL (Hardware-
In-the-loop) simulations. The SystemC/SystemC AMS
[5] models are provided at a high abstraction level. This
ensures a high simulation performance with sufficient
accuracy, which is a prerequisite for modelling the real
time use on a HiL system. While individual modules of
the system are replaced by real, existing hardware com-
ponents, other modules remain virtually. Potential bene-
fit of this separation is the reduction of the simulation
and model development time. Existing hardware com-
ponents can be used together with models that run on a
special HiL hardware. The models running on the HiL
hardware emulate the corresponding components. Thus
for instance, models can be used for components that
are under development. This approach can also be
applied to avoid problems with components that could
be destroyed in the test process or that are dangerous or
expensive.
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A meaningful separation of real and virtual compo-
nents of the system introduced in section 3 is to realize
the battery, the BM IC behaviour, and current and tem-
perature sensors using HilL hardware. The HiL hardware
components are connected with the real BM controller.
The BM software is running on the real BM controller.

The decision, to simulate the battery, is based on fol-
lowing basic benefits. A battery contains complex
chemical and physical processes which are not repro-
ducible and need time to adjust. SOC and temperature
conditions can be modified in an easy way. There are
high safety standards that must be fulfilled if a real
battery is used for test purposes. Thus, real battery
hardware should only be used in an advanced stage of
development of the BMS. In the case of HiL simulations
this is without meaning. Also the failure behaviour
within the battery pack such as cable breaks, short cir-
cuits or intermittent contact can be realized easily within
the HiL simulation. It is also possible to apply a number
of drive cycles in the test procedure. Furthermore, the
requirements for the components of the BM IC can be
checked with a huge number of HiL simulation runs.

5 Outlook and Summary

The quality of a system also depends on the ability to
react on incorrect or unexpected conditions. A system
must be able to respond as expected and be robust to
disturbances. Simulation allows investigating the system
behaviour with faulty component behaviour. A library
for the fault injection is prepared within the design
framework. It contains generic structures to be able to
reproduce incorrect behaviour in a simple manner. It is a
special advantage of the approach that error descriptions
are not part of the design under test (DUT). Error struc-
tures can be injected by the design environment to exist-
ing test benches without changing the test bench de-
scriptions. This achieves a clear separation between
system models and test environment.

Furthermore, the robustness of the system against
parameter tolerances can be investigated using statistical
analysis methods. The model descriptions based on
SystemC AMS enable high simulation efficiency at
system level. Libraries and experiences from other pro-
jects can be re-used for these tasks [6].

Simulation is an essential part of the development of
complex heterogeneous battery management systems. It
should support the investigation of the interaction of the
battery, sensors, battery monitoring ICs, battery man-
agement controller and the application software. Com-
pared to previous activities in this area, we developed an
approach that allows considering all these parts in a
simulation environment. It also supports the specifica-
tion for specific hardware components as BM ICs. Con-
sequences of hardware failures can be investigated in
the test process in an easy way. The model development
is based on SystemC/SystemC AMS. This approach
opens the door to HiLL hardware applications with mo-
dels of the battery and electrical components straight
forward.
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Abstract. Nowadays saving energy in the building sector
is more important than ever. To achieve a reduction of
energy consumption and also CO2 emissions of build-
ings, energy efficient Building Energy Management Sys-
tems (BEMS), respectively called energy managers, are
developed in the research project enerMAT. Therefore,
enerMAT creates a novel approach for simulation, opti-
mization, and verification that will aim to design a new
generation of energy-aware optimized BEMS which will
allow an overall cross-trade automatic control of energy
flows to maintain user comfort whilst minimizing energy
consumption and CO2 emission.

The optimization referenced to energy uses a model-
based approach with an overall building system model
enabling the assessment of the energy performance for
different design and operation alternatives of the energy
manager in interaction with the building. This system
model allows a simulation-based, energy-aware, global,
dynamic, multi-criterial optimization of the energy man-
ager. In this paper, the idea, the modeling of an office
building and its energy manager and different optimiza-
tion studies and their results are presented.

Keywords: Building, Energy Management, Green Building
Library, FMI, PSO Optimization

Introduction

To save energy with the aim to not exhaust the not
renewable sources (oil, gas, coal) is uncontradictedly
one of the most essential tasks. One of the important
energy “consumers” are buildings.

For heating, cooling, air conditioning, lightening and
personal electronic devices, buildings consume more
than one third of primary energy at all [1]. To decrease
that part a lot of ideas were created. Besides passive
measures (insulation) a promising way is consuming
energy in buildings more ingenious than in the past.
Energy shall only be consumed if it is absolutely neses-
sary. One way to achieve this is the development as well
as the introduction of Building Energy Management
Systems (BEMS), shortly spoken, of energy managers.
Operating on a runtime system energy managers take
information from the building (via sensors) with the
goal to calculate the energetically aware actions by
controlling e.g. heating, cooling, air conditioning
(HVAC).

At the ASIM workshop 2014 in Reutlingen-
Rommelsbach we presented an approach of the devel-
opment of energy managers which is investigated in the
research project enerMAT [2]. Starting with an overall
model of building, HVAC, ambience and user behavior
an energy manager is designed (e.g. using state ma-
chines) which possesses some parameters. These pa-
rameters are used to adapt the energy manager in such a
way that it is optimal regarding a cost function which
bases on the energy consumption. The parameter adap-
tion employs optimization techniques. Once the energy
manager is developed it can be transformed to a runtime
system without any manual interaction.
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In the enerMAT research project there are three de-
monstrator examples: a conference room, an office
building, and a residential building. The above men-
tioned paper covers the conference room, whereasthis
paper is focused to the office building demonstrator.

The office building (Figure 1) is the headquarters of
the enerMAT project partner FASA AG in Chemnitz.
By applying the enerMAT approach the development of
energy managers is shown.

1 Modeling

The research project enerMAT investigates a model-
based approach which means that the development of
energy management systems is done under utilization of
a building model. Therefore, the modeling of the office
building of the project partner FASA AG will be pre-
sented in this section.

Figure 1: FASA office building in Chemnitz.

The complex model of the FASA office building de-
monstrator comprises the building “itself”, underfloor
heating, heat ‘generation’ (solar panel, boiler, heat
pump, stove), control devices (UVR][3]), ambience
(weather), user behavior, and the energy manager to be
developed.

Modeling bases on the GreenBuilding library [4]
which is developed by EA Systems Dresden. The li-
brary contains a large set of models for the development
of energy systems with energy supply and storage sys-
tems, e.g. building component models, heating system
models, heat pump models and ambience models. Since
the GreenBuilding library is based on the free, object
oriented, equation based Modelica language [5] it is
possible to develop additional models that are required

in the project but are not part of the GreenBuilding
library. The models are simulated using SimulationX
that is developed by the ITI GmbH.

From energetic point of view the office building
consists of two parts, the energy producing and the
energy consuming part. The energy producing side
(shown in Figure 2) consists of a solar heating system, a
stove and a heat pump. All those components are heat-
ing up the water inside a 110 m? buffer. The water of the
buffer is temperature depending layered.

Figure 2: Energy producing part of the office building.

The energy generating system is controlled via the
UVRI1611 (Universalregelung 1611) which is a control-
ler developed by the Austrian company Technische
Alternative.To use the functionality of the UVR in the
energy supply model, the UVR function blocks were
modeled in Modelica and stored in a Modelica library.

On the energy consumption side the warm water of
the buffer is used to heat the offices in the building via a
floor heating system. The offices are modeled with the
BuildingZone model of the GreenBuilding Library.
The BuildingZone is a prepared, complex one-point
model of a room, which calculates the heat losses taking
ambience conditions, heat sources and losses into ac-
count. The modeler has to parametrize the zone with
e.g. wall properties, room size or geographical direction.
Similar office rooms were combined to a bigger build-
ing zone. The so developed model of the consumption
side contains 25 building zones and needs about 5 hours
for a one-year-simulation. Since this is far too long for
later optimization, the 25 building zones were combined
to two building zones which are representing the ground
floor and the first floor of the office building.



The models for the energy generating and the energy
consuming part are connected to the complete building
model which helps developing the energy manager for
the office building.

To round the complete building model off, a model
representing the users’ behavior is added. This model
gives information about the presence of the employees
on working days. This knowledge is used to specify
users thermal comfort ranges that’s compliance is en-
sured by the energy manager.

2 Energy Manager Development

By means of the complete model of the office building
two building energy management systems are devel-
oped, one for the energy producing side and one for the
energy consuming side. This separation is reasonable
since the aim of the energy supply side is to maximize
the solar earning over the year and the aim of energy
consuming side is to minimize the energy usage.

A BEMS (energy manager) prescribes set points as
well as parameters of local controllers by keeping their
structures. In the literature several kinds of BEMS are
known e.g. rule based BEMS[6], BEMS that are based
on artificial neural networks [7], fuzzy logic [8], optimi-
zation [9] or ontologies [10] and context-aware
BEMS[11].

enerMAT prefers UML statecharts (Unified Model-
ing Language) as a basic design approach of BEMS
since states are induced naturally, like, in case of a tem-
perature, ‘too cold’ or ‘too hot’.Since the aim of the
BEMS is controlling the set points of local HVAC de-
vices, at each state of the statechart valid set points have
to be calculated.

2.1 Energy manager for energy consumption

Most of the energy is consumed in the office rooms.
Since minimizing the whole energy consumption will be
achieved by minimizing the energy consumption of a
single room, the energy manager is developed for one
office room. Two different approaches were investigated.

The first approach is to work with lookup tables that
contain all states that the room can have under defined
surrounding conditions and values of the controlling
variables to achieve a certain goal.
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Such a table could, for example, contain temperature
ranges for the ambient temperature and for the start
value of the room temperature. The aim would be to
know when to turn on the heating system to achieve a
certain room temperature which means, it must be
known how much time the room will need to reach the
target temperature.

An example is shown in Table 1. Although the val-
ues in Table lfictitious, they are inspired by real values
which are results of estimating another one-zone-room
model developed with the GreenBuilding Library.

Ambient temp. | Start room temp. | Heating up
time
<0°C 10h
0°C-10°C 8h
<-5°C
10°C-20°C 5h
>20°C 4h
<0°C 8h
0°C-10°C 7h
-5°C-15°C
10°C-20°C 4h
>20°C 3h
<0°C 7h
0°C-10°C 2h
15°C-30°C
10°C-20°C lh
>20°C 30 min
<0°C 3h
0°C-10°C 2h
>30°C .
10°C—-20°C 30 min
>20°C 10 min

Table 1: Example lookup table.

During the energy managers’ runtime it permanently
compares the actual room conditions with the conditions
in the lookup table and decides permanently whether to
switch on the heating system or not.

The obvious drawback of this method is the huge
amount of data that is needed already for relatively
small use cases such as the investigated single office
room. Besides the ambient temperature and the start
value of the room temperature, there is a number of
other influence values like the temperature of the adja-
cent rooms and the supply temperature of the floor heat-
ing system.
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Figure 3: Heating up curve of single office room.

Before developing the lookup table its data items must
be known. Therefore a great number of simulations had
to be done to investigate the heating up time for each
combination of ranges of the influence variables. Since
this way of developing anenergy manager for the office
room seems to be not really feasible, a second investiga-
tion was done and is shown in the following.

The simulation of one heating up process of a single
office room shows, that the heating curve has the shape
of an exponential function f(t) (Figure 3). f(t) is char-
acterized by its steady-state value g, its start value s and
its slope a(t = 0) and can be described by (1):

a

f&) = g—(g—s)er ey

The variables g and a depend on the supply temperature
Ts(t) (TS in Figure 3), the start value of the room tem-
perature Tg(t) (TR in Figure 3), the ambient tempera-
ture T,(t) (TA in Figure 3) and the temperature of the
adjacent rooms Ty (t) (TN in Figure 3).

For simplicity reasons the temperatures of the neighbor
rooms are chosen to be identical.

The variables g and a are identified using results
from particular simulations with defined values ofTs(t),
Tr(8), T4(t), and Ty (t).

Using as an exampleg, the identification process is
shown exemplarily. To identify the dependency of the
steady-state value gfrom T,(t), Ty(t) and Ts(t), the
following linear approach was chosen:

gZTA'x1+TN'x2+T5'x3 (2)

— TR=18 ‘C|
- - TA,3 TN,3 TS,3

g1
and b = [92
93

was solved. Using (2) for each value of Ty, Ty, and Ty,
g can be calculated. A similar approach is applied for
identifying the parameter a.

The parameter s does not have to be identified since
it is the start value of the room temperature which simp-
ly can be taken from the simulation. Knowing g, s and
a(t = 0), (1) is parameterized during the whole simula-
tion of the room model and calculates the points in time
for turning on or off the heating system online by trans-
forming (1) to

g—s w—g
ton,off(t) = — a ln (_ g — S) (3)

where w is the desired target temperature in the room.

The cooling down process of the room after turning
off the heating system is also described as an
exponential function in the same way as the heating
process is described. For technical reasons, the number
of turning on and off the heating system is resticted to
one per day.

Figure 4 shows the heating and cooling process of
the room for a five day periode. In the first two and a
half days the heating system is always turned on since
the target temperatur w (blue dashed curve) is not
reached.

In the second two and a half days the heating system
is turned on and off in a way that the room temperature
(red, continous curve) reaches the target temperature
exactly at the beginning of occupancy and falls below
the target temperature at the end of occupancy.
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Figure 4: Heating and cooling of the office room
(room temperature calculated by f(t)).

The switching points for the heating system belong
to the room temperature that is calculated by the expo-
nential function (1). Since the aim is to develop an en-
ergy manager for a ‘real’ office room of the office
building, in the following the calculated switching
points are used to control the heating system of the
GreenBuilding room model.

The results in Figure 6 show, that the room tempera-
ture of the GreenBuilding model (black dashed dotted
curve) shows the expected behavior by trend. This
means, that the heating period in the first two and a half
days is nearly the same as for the room temperature
calculated by f(t) (continuous red curve) and that also
the switching of the heating system can be seen in the
second two and a half days.
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Figure 6: Comparison of room temperatures calculated
by f(t) and by the GreenBuilding room model.

Anyway the room temperatures are not exactly the
same. A reason for that is that the exponential function
(1) does not exactly represent the heating and cooling
process of the room. That is because the slope of the
‘real’ process cannot be represented by simply para-
metrize the exponential function (1) with a constant
slope a(t = 0). In fact a slope that varies in time needs
to be used.

Figure 5 shows the process of the energy manager
development in a schematic way.

To achieve further energy savings the lowering of
the target temperature in the office room on weekends
was investigated. Therefore the target temperature on
weekends was set to 18 °C (see Figure 7).

room temperature

calculation of time points for

turning on(t,, Jand off (154)

the heating system

1. calculating start and stop
time from Ty (t) by inverting
the e-function

trajectory
e-function

.| switching points
of heating system

2 delay(ty,) and turning
heating system off earlier
when solar radiation is
predicted

Figure 5: Schematic description of energy manager development.
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The switching points of the floor heating system calcu-
lated by f(t) lead to the temperature trajectory shown
in Figure 9. It can be seen that the room temperature has
a very good gradient during the week but after a week-
end the heating starts too early and therefore it get too
warm during the second half of the weekend. For that
reason an optimization of the point in time for turning
on the floor heating is described in Section 3.1.
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Figure 9: Temperature trajectory with setpoint lowering
on weekends.

The investigations on the energy manager were all done
without taking solar heating into account. The next steps
must be to analyze the time delay that the heating sys-
tem can be switched on later and/ or off earlier when the
sun is shining into the office.

Also the prediction of the
ambience conditions such as
temperature and solar radia-
tion need to be taken into

TimeRange1:=10800.0; TimeRange2:=3600.0

ES:=false; wood:=false;
enough_stored_energy l

after{TimeRange1-TimeRange2)

account in the future. Depend-
ing on the weather conditions,

7 l

TempFumacePipe>|

wood:=false: ( :est_m_mmace_neatﬂ e
2 1
TempFumacePipe<PAR4

ES:=true;
TempFumacePipe>PAR4
fwood:=false; ( anotherEnergySource_on
ES:=false. 1
[ 2 g
Limit_1==false,
ES:=faise;

Figure 8: Statechart for controlling the stove.

2 a 1 the actual and predicted occu-
Limit_2==true Limit_1==true and 2 pancy and the actual room
wood:=true; Limit_2==false — ] . .
le wait_ 5 | temperature, the points in time
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¢ rare_stored_energy '] . . .
b e e he.atlng system will be opti
5 J and mized.
“ F_GlobRad_nxt>GlobRad
not
(F_OQutTemp_nxt=0utTemp
o R o :ndGlobRad nxt>GlobRad)
Ten1pFur:1aceP|pe<F‘AR4 Limit_1==false Niood st 2.2 Energy manager
wood:=false; |1 .
fumace_heats monitoring_fumace_to_hea’ 1 fOI’ energy generatlng
[ f J d Limit_2==true/wood:=trug The solar heating is already
) g 2 J controlled by the UVRI1611
after(600;

controller and does not need
an energy manager. Missing is
the information about starting
the wood-burning stove when
the water in the buffer is get-
ting too cold.

The energy manager cov-
ering that task consists of a
statechart named
furnace Ctrl (Figure9).
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The decision whether the stove is turned on depends
on the actual and predicted ambience conditions like
temperature and global radiation andthe needed supply
temperature of the floor heating system.

If enough energy in the buffer (state a) is available,
limits are checked to find out if the available energy
becomes low or if heating the stove is necessary imme-
diately. If energy is low (state b) and solar radiation is
expected, it is sensible to wait (state c). If otherwise
heating is needed (value wood is true, state d) it is
checked whether heating has actually started (state e). If
so (state f) it again is checked if enough heat is in the
buffer (state a). If the stove has not started heating, it is
checked if there is another energy source (state g) that
could be uses to heat the water in the buffer.

To calculate the Boolean limit values (limit 1, lim-
it 2) which indicate if there is enough heat in the buffer,
a reference temperature Tref is computed (4) with the
help of the adjusting parameters c,, ¢; (that will be
optimized later) and the outdoor temperature Tout.
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Tref = min(80, ¢y + ¢, (25 — Tout)) “)

The Boolean limit values are calculated by
ingTrefwith several underfloor heating supply tempera-

tures T's;, Ts,,Ts; and Ts,measured at the tank.

limitl = (Ts; < Tref + 5 andTs, < Tref)
or
(Ts3 < Tref +5andTs, < Tref) &)

Further adjusting parameters c,, cs(that also will be
optimized later) are used to calculate the burn time Bt,
which is proportional to the mass of wood to be burned:

Bt = ¢, + c3(25 — Tout)) 6)

This developed energy manager for the heat generating
side of the office building is simulated and optimized
together with the developed building models as shown
in section 3

3 Optimization Studies

In this section different optimization stud-
ies and their results are shown. For the
optimization the energy managers for
generation and consumption are combined
with a building model to complete simula-
tion and optimization models.

These models are exported as func-
tional mockup units (FMUs) and connect-
ed to a particle swarm optimizer via the
functional mockup interface (FMI). Dif-
ferent optimization studies and their re-
sults are shown in this section.

3.1 Energy manager for energy
consumption

e As mentioned above the exponential func-
G tion (1) does not exactly represent the
heating and cooling process of the model
room. This is why the points in time for
turning on and off the floor heating system
should be improves by optimizing.

Therefore two optimization parameters
opt_pl and opt_p2 were introduced that
in- or decrease the time between turning
the heating system on or off and reaching
the target temperature w.

essful
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To minimize the energy consumption as well as as-
sure comfort conditions the target function (7) was
applied.

TF = E+ p_below + p_above (7

In (7) E denotes the energy consumption of the floor
heating system, p_below and p_above are penalty terms
that penalize the target function TF when it is too cold
or too warm in the room.

As mentioned the particle swarm algorithm was used for
the optimization. Figure 10 shows a screenshot of the
GUI of the optimization tool developed by Fraunhofer
IS EAS.

For the optimization the energy manager was con-
nected to a room model to a complete optimization
model which was exported as an FMU and connected to
the optimizer via the FMI interface.

The optimized parameters are:
opt_pl = 0.027
opt_p2 = 370

Using these optimization parameters in the simulation
of the complete model (energy manager connected to
the room model) the energy consumption decreases
from 120,7 kWh to 108,2 kWh while the comfort condi-
tions are kept.

Figure 11 compares the simulated room temperature
before and after the optimization.
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Figure 11: Room temperatures before and after
optimization.

3.2 Energy manager for energy generating

As described in section 1, two differently detailed build-
ings models are available. Those models include, be-
sides the stove, a heat pump which is not controlled by
the energy manager.

When simulating the more detailed model including
the developed energy manager for the first six months
of the year using an arbitrarily chosen set of adjusting
parameters, the energy supplied by stove and heat pump
is calculated (second line in Table 2).

Unfortunately, this simulations takes around 5 hours
(used hardware: Windows 7 Enterprise 64bit, Intel®
Core™ i7-4600U CPU @ 2.7 GHz, 8 GB RAM). Since
this is far too much for the application of optimization
methods, the less detailed model is used since its simu-
lation time is around 5 to 10 minutes.

The results of this simulation (third line of Table 2)
show that the energy consumption of the stove and the
heat pump is higher compared to the simulation of the
more detailed model. Nevertheless, the less detailed
building model is an approximation of the detailed
model which describes the building behavior in princi-
ple correctly. Since its simulation time is much shorter,
it is used for the optimization of the energy manager.

A further acceleration was reached by defining the
adjusting parameters ¢y and ¢, to be of the type integer
during optimization instead of real. The following inter-
vals for the adjusting parameters were defined heuristi-
cally:

0<¢y <30,

0< ¢, <20

0<¢ <2
0< ¢ <1

The objective function is the sum of energy supplied by
the heat pump as well as by the stove. Furthermore,
penalty terms are added to ensure some temperature
restrictions at the buffer.

C = Estove T Eneat pump T penalty ®)

Most important is a low energy consumption of the heat
pump since it uses electric power that is expensive
compared to the wood for the stove. The optimization
results for the parameters and energy consumptions are
shown in line 4 in Table 2. It can be seen, that the opti-
mized adjusting parameters lead to a lower energy con-
sumption compared to the simulation of the less detailed
model with arbitrary parameters (line 3 of Table 2).
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The optimized adjusting parameters are now used to
simulate the original, more detailed model (line 5 in
Table 2) and the results show that the optimized param-
eters of the less detailed model also lead to better results
in the more detailed model (second line in Table 2).
This gives the conclusion, that the model simplifications
that led from the more detailed model to the less de-
tailed one were allowable.

Ener- E}r]ler—
;gt}(/) . heat
Co c C; | €3 | stov pump
m in
kWh 1w
il
detailed | 501 18 [05]115 |o
model
less de-
tailed 30 | 1 18 | 0.5 | 425 1421
model
less de-
tailed 30 (197 |20 |1 [310 |626
model
optimized
more
detailed
models
with op- 30 [ 197 |20 |1 94 0
timized
parame-
ters

Table 2: Optimization studies.

As could be seen during the optimization work, the
performance of one simulation run can be quite bad
since building models naturally are relatively extensive.
Therefore, it is often too time consuming to finish opti-
mization runs within reasonable time.

To overcome these difficulties, several strategies can be
applied:

o Take simplified models instead of accurate ones.
It is possible to over-simplify models. Therefore, it
needs to be investigated, how simple a model can be to
generate still reasonable optimization results. At least
the following consideration is useful: If simplified
models are used for optimization, the parameters ob-
tained from optimization should be applied to the more
accurate model. Such a verification simulation should
prove that the parameters still produce good results.

e Reduce the number of parameters during optimi-
zation.
A low number of parameters is advantageous for op-
timization runs. Parameters which have not a great
influence on the optimization result can be identified
by performing a sensitivity analysis.

e Chose suitable time intervals for the parameter
optimization.
Often some states become active within dedicated
time intervals only. Therefore, it is sometimes possi-
ble to optimize groups of parameters separately with-
in shorter time intervals. This improves the perfor-
mance. E.g. typically parameters which influence
heating devices should not be optimized within
summer months.

¢ Do not simulate unreliable parameter values.

Sometimes, the optimization algorithm choses unre-
liable as well as not realistic parameter constella-
tions, which cause bad performant simulations or
simulation crashes. Such obviously bad parameter
constellations should be selected before simulation.
This selection can be included into the simulation
model.

¢ Use parallelization.
Both optimization as well as simulation can be accel-
erated by parallelization.

¢ Choose good process parameters of the optimiza-
tion method.
The optimization method can be adapted by suitable
optimization process parameters. This influences the
performance of optimization drastically.

4 Summary

During the enerMAT project different BEMS respec-
tively energy managers were developed. Since ener-
MAT follows a model based approach, the modelling of
the FASA office building (two differently detailed mod-
els) was introduced. Additionally the development of
two energy managers for the FASA office building was
presented in this paper.

The energy manager for the energy generating part is
developed as a statechart with adjusting parameters that
are optimized to reach minimal energy consumption.
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The energy manager for the heat consuming part
was developed by process identification of the heating
and cooling process using the example of one room. A
bottleneck in this process is the often bad simulation
and optimization performance. Therefore some strate-
gies are discussed to improve the performance.

The investigation shows that a simple control algo-
rithm can be adapted to a special room by optimization
if suitable optimization parameters are introduced. The
better the control algorithm is the less optimization
parameters will change when other test cases (e.g. am-
bient conditions) are applied. This way the robustness as
well as the quality of a control algorithm can be
checked.

The potential of this approach is by far not exhaust-
ed yet: The optimization can comprise both adjusting
parameters of the energy manager as well as construct-
ing parameters of the building. Thus more common
target functions are possible. Other investigations are
necessary to support the development of the statechart.
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Abstract. Inthis article, a method for implementing hy-
brid models, formulated as DEV&DESS, in the QSS based
simulator PowerDEVS is presented. PowerDEVS is actu-
ally a pure DEVS simulator. However, it is specialised for
simulating continuous Models (DESS) using QSS (Quan-
tized State System) to translate them into discrete event
models (DEVS). Therefore, it is perfectly suited for the
simulation of hybrid models (DEV&DESS). When design-
ing and simulating coupled DEVS models though, very
soon a lot of difficulties occur caused by concurrent
events and feedback loops. Hence, first some concepts
are introduced of how to implement an atomic DEVS in
a way that avoids those difficulties. Afterwards, an ap-
proach of how to implement an atomic DEV&DESS is in-
troduced which makes use of those concepts.

Introduction

The factor ‘costs for energy consumption’ is gaining
more and more importance in terms of production pro-
cess optimization. Since most of the time energy in-
tense processes in a production line are of continuous
nature a demand is rising for being able to formulate
those continuous aspects in addition to the usual dis-
crete logistical aspects in one simulateable model [1].
See [2] for preceding work on this issue.

Herbert  Prachofer introduced DEV&DESS
(Discrete Event & Differential Equation System
Specification) [3] for the formal description of hybrid
systems. DEV&DESS is based on the two formalisms
DEVS and DESS invented by Bernard Zeigler [4]

for the description of discrete event systems and
continuous systems, respectively.

However, as digital computers work in a purely
discrete way, DESS models and therefore also
DEV&DESS models have to be discretised somehow
before they can be simulated on a digital computer. The
usual method is to apply an ODE solver onto the dif-
ferential equations describing the continuous model. A
rather new alternative is called QSS (Quantized State
System) [5] which is already mentioned in [4] as it
transforms the continuous model (DESS) into a discrete
event one (DEVS). Ernesto Kofman introduced a set of
advancements to QSS [6],[7],[8],[9], [10] which have
been implemented in PowerDEVS [11]. PowerDEVS
is a DEVS simulator that supports graphical block ori-
entated model description comparable to Simulink or
Dymola.

Although PowerDEVS is specially designed for im-
plementing continuous models in an discrete event
manner, so far there has been no way to directly imple-
ment a DEV&DESS. A formal method of how to embed
DEV&DESS in DEVS is presented in [12]. Based on
this work, a generic PowerDEVS DEV&DESS block is
developed.

However, creating and simulating coupled DEVS
models turns out to be quite difficult. This mainly is
owed to the various numbers of possible scenarios of
concurrent events that may occur during simulation and
that have to be considered when defining the DEVS
of each single block involved. To relieve the modeller
of these difficulties, a new PowerDEVS Atomic DEVS
block is introduced, based on the DEVS extension Par-
allel DEVS (P-DEVS, see [13]). The thereby devel-
oped methods for concurrency treatment are then also
utilized for the mentioned generic DEV&DESS block,
called Atomic DEV&DESS.
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1 Theoretical Background

1.1 DEVS

DEVS denotes a formalism for describing systems that
allow changes only at discrete points in time called
events. An atomic DEVS is specified by the following
7-tuple.

<X,Y,S,80xt, Oipit, A ta >

where

X ... set of possible inputs(e.g. R")
Y ... set of possible outputs(e.g. R" x N x R™)

S... set of possible states(=state space)

0 ={(s,e)ls€S,ec[0,ta(s)]}

Ocxt : O X X — S... external state transition function
Oint - S — S... internal state transition function

A :S—Y... output function

ta:S— Rg Ueo... time advance function

Figure 1 illustrates a DEVS graphically. It basically
consists of an inner state s that can be altered by the ex-
ternal and internal state transition functions which are
evaluated each time an external or an internal event oc-
curs. External events are triggered by arriving input
messages x, whereas internal events are triggered when
the current state s has not changed for the duration of
ta(s). On each internal event, right before J;, is called,
the output function A4 is evaluated which may result in
an output message y.

DEVS
$ 1= Oegt(s, €, 1) s := Gint(8)
st ! [ES RECON
reX |7 >l e 0, ta(s) [« So| yey
e =1t—tiastby A
s
- ’
te>ta(s)p----" -
L- - —(—)— y = A(s)

Figure 1: Graphical illustration of an atomic DEVS.

As an atomic DEVS has input and output ports, it can
be coupled with other atomic DEVS resulting in a cou-
pled DEVS whose behaviour again can be described
by an atomic DEVS (see closure under coupling prop-
erty in [4]). Figure 2 illustrates some possible coupling
schemes of atomic and coupled DEVS.

Figure 2: Coupling scheme of DEVS blocks.

Two types of DEVS can be distinguished:

Definition 1.1 Mealy Type DEVS
A DEVS is called Mealy Type DEVS or of Type Mealy,
if there exists an internal state s and an external input
x in such a way that ta(8.y(s,x)) = 0. Thus, a model
described by a mealy type DEVS may produce an output
as immediate response to an input.

Definition 1.2 Moore Type DEVS
A DEVS is called Moore Type DEVS or of Type
Moore, if it is not of type mealy.

1.2 DEV&DESS

DEV&DESS formalism is a composition of DEVS and
DESS and therefore capable of describing hybrid sys-
tems. An atomic DEV&DESS can be described by the
following 11-tuple:

< Xdzscr7Xc0nt7 descryycont’s, 5extvcint7 Sim,)td”cr,f,lwm >

where

xdiser ydiser - set of discrete inputs and outputs
XCOHZ , YC()nT .
§ = §diser  geont | set of states(=state space)

Q — {(sdiscrvscont’e) |sdiscr c Sdiscr,scont c Scont’e c R(J)r}

Sunr 1 O X XM 5 X45¢T 5§ external transition fct.

. set of continuous inputs and outputs

Sint 1 O X X" — S... internal transition function
Adiser . g s x oty ydiser - discrete output function
A Q x XM — Y™ | continuous output function
f1QOx XM — 5 | rate of change function

Cint : O X X" — {true, false} ... event condition fct.

As it can be seen, apart from za, each component of an
atomic DEVS is recurring in an atomic DEV&DESS.
Additionally there are the right side of the ODE f
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and the continuous output function A" describing the
DESS part. The state event condition function Cj,
though, is new. It is responsible for triggering inter-
nal events in the DEV&DESS and therefore replaces
ta. However, Cj,; does not only trigger time events, but
also state events, i.e. events caused by the internal state
g reaching some specific value. Nevertheless, both time
and state events result in an execution of ;.

Figure 3 shows a graphical illustration of an atomic
DEV&DESS. As well as DEVS also DEV&DESS is
closed under coupling. However, continuous output
ports cannot be coupled arbitrary to discrete input ports,
but only if their output value is guaranteed to be piece-
wise constant. See [4] for more details about that and
about DEVS and DEV&DESS in general.

2 DEVS Simulation in
PowerDEVS

In PowerDEVS a DEVS of an atomic block con-
sists of the specification of the six C++ func-
tions: init (t,parameters), ta(t), dint (t),
dext (x,t), lambda (t) and exit (). These func-
tions are member functions of a C++ class describing
the block. Thus, state variables, block parameters and
auxiliary variables are defined as member variables of
that class making them accessible in all the member
functions.

These member functions are called by the Pow-
erDEVS simulation engine whenever their execution is
necessary to calculate the models dynamic behaviour.
The function init (t, parameters) is called right
before the actual simulation is started and can be used
to initialise the system’s state and to read block param-
eter values that have been entered by the modeller using
PowerDEVS graphical user interface and the block’s
Parameters Dialogue. The function exit () is called
after the simulation is finished and thus, can be used for
example to free allocated memory.

The other methods represent the corresponding
functions of the DEVS formalism. In case of an internal
event they are executed in the following order:

1. call of 1lambda (t)
2.e =t - tl

3. callof dint (t)
4. tl = t

5. callofta(t): tn t + ta(t)

where t 1 denotes the time of the last event, and tn
the time of the next event in the corresponding DEVS.

In case of an external event they are executed in the
following order:

l.e =t - tl
2. call of dext (x, t)
3.t1 = t

4, callofta(t):tn = t + ta(t)

In coupled DEVS the so-called Select function, a kind
of priority ranking of the involved blocks, selects which
DEVS is allowed to execute its internal transition func-
tion first, when several of them are scheduled simul-
taneously. In PowerDEVS the Select function is im-
plemented as a list in which all blocks occurring in a
coupling are sorted descending according their prior-
ity in case of concurrent internal events. However, if
a block produces an output message, the external tran-
sition function at the receiving block is always executed
immediately, independent of its priority.

3 Problems with DEVS and
Solution Approaches

3.1 Problem identification

The definition of an atomic DEVS behaving exactly as
intended in every possible situation of concurrent in-
put messages at different input ports turns out to be
quite challenging. The Select function regulating the
resolution of such concurrencies is part of the coupling
but nevertheless influences the behaviour of an atomic
DEVS in such situations and therefore, it is hard to
consider when formulating the atomic DEVS. For ex-
ample, if an atomic DEVS with the current internal
state s receives the input messages x; at its input port
one and xp at its input port two at the same instant
of simulation time, it depends on the Select function
whether its new state calculates as 8,y (Oex (5,X2),X1) or
as Opxr (Oexr (8,x1),x2). Even more, if the block is of type
Mealy, it may depend on the Select function if an output
message is produced in reaction to the input messages
or not.

Therefore, to define a DEVS in a rigorous way, it
is necessary to consider each possible set of concurrent
input messages and moreover, every possible treatment
order.
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Figure 3: Graphical illustration of an atomic DEV&DESS.

3.2 Parallel DEVS approach

The DEVS extension Parallel DEVS counters the prob-
lems mentioned in section 3.1 by collecting all input
messages in so called bags before treating them all at
once in one single call of §,,. If at the same time also
an internal event is triggered, a so called confluent tran-
sition function Ocony : Q X X — S is applied instead of
Oext -

The idea is to first calculate A of each immanent
block, i.e. of each block experiencing an internal tran-
sition at the current simulation time, before calculating
Ojnt OF Ocons Of any of them. However, due to blocks
of type Mealy and due to feedbacks in the coupling it
may be necessary to recalculate A if the set of arrived
input messages of the corresponding block has changed
after its former calculation. Therefore, the determina-
tion of a stable set of input messages for each block is
an iterative process. It even is possible that finally the
stable set of input messages is empty although having
not been empty in former iteration which makes it nec-
essary to undo the state changes that may have been
accomplished by a call of §,y.

If a coupled model contains an algebraic loop, it
may not be possible to determine a stable set of input
messages for each block in a finite number of iterations.
Such models are called illegitimate.

3.3 DEVS approach in PowerDEVS

As in Parallel DEVS the execution of A is decoupled
from the succeeding execution of the & function, P-
DEVS works with a simulation engine different to the
one used for DEVS. PowerDEVS does not support Par-
allel DEVS simulation. Nevertheless, it is possible to
implement P-DEVS functionality in PowerDEVS.

For this purpose, three mechanisms have to be in-
stalled. The first one addresses the gathering of concur-
rent input messages in a set x (bold letters denote sets).
In order to do that the internal state of the DEVS is ex-
tended by an input buffer representing x and the external
transition function only is allowed to change the input
buffer (by storing arriving messages with their arrival
time in it). The actual state change caused by the ex-
ternal event is shifted into the internal transition which
is executed every time the input buffer has been modi-
fied. Thus, it is made sure that all input messages com-
ing from blocks with higher priority are gathered in x
before they are treated. However, due to feedback cou-
plings it cannot be avoided that some input messages
origin from blocks with lower priority. This problem is
addressed by the second mechanism.

The second mechanism consists of a backing up
of the state s of the DEVS every time the first event
at the current simulation time is triggered. In Pow-
erDEVS this can be identified by t1<t. The 0 func-
tions (Ojur, Oext, Ocony) are then using the backup s,74
instead of s to calculate a new state. Therefore, if x is
changed after one of the 6 functions has already been
evaluated it simply is re-evaluated: s = &(s,14,X). As
every calculation of § is preceded by a calculation of
A though, it may occur that formerly output messages
have been produced at output ports where finally no
output messages are to be sent. However, these output
messages have already altered the set x of its receiving
blocks. These alterations have to be withdrawn some-
how. This is what the third mechanism is dedicated to.

Like x also the set of output messages y is iteratively
changing and hopefully finally stabilising. Thus, also
for the output messages an output buffer is installed as
part of the state of the DEVS. Each calculated output
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message is stored in it at the corresponding output port
with its time of last change and with an ’already sent -
flag’. Soif A is recalculated and there exists an entry in
the output buffer that has been already sent at the cur-
rent simulation time but is not marked to be resent (as
it is not included in the result of A anymore) a refrieve
message is sent instead informing the receiving block to
ignore the formerly received message and to recalculate
its own A and J function.

4 Atomic PDEVS Block

The created Atomic PDEVS PowerDEVS library block
is intended to overcome the problems mentioned in sec-
tion 3.1 by implementing the three mechanisms dis-
cussed in section 3.3. In the following, its working
principle is expressed in form of a description of the
content of the C++ functions corresponding to .y, ta,
A, and O;y. Of course, a complete description of each
detail that need to be considered when programming the
Atomic DEVS block would go beyond the scope of this
article.

1. dext (x,t) :

o Iftl<tsets,y=s,0,=0—e,

Opnold = Oy and £lag="n" butif
additionally 6, =0 set flag="1".

e If x is a retrieve message, remove the
corresponding entry from x, set 6 =0
andifx=0set flag='n".

Else, if x differs from the last reception at
the same port in value or in arrival time,
modify x accordingly and set ¢ = 0 and
update flag: 'n’+—'e’,"1i"—"c’.

2. ta(t):
Return o.
3. lambda (t):
e Iftl<t sets,y=sand flag='1i’

o If there is no pending output message,
calculate y = A (s,;4,X), and add retrieve
messages to y.

o If there are pending output messages left in
y, output one of them.

4. dint (t):
If there are no pending output messages left and
no new inputs arrived during outputting y:
e if flag="1i’ calc. [s,0,] = G (So1a)-

o if flag=’ e’ calc. [S,O'n] - 5ext<soldvx)'

o if flag="c’ calc. [s,04] = Scons(Sota:X).
e if flag="n" set[s,0,] = [Soid, On oid]-

e set O = Oy.

The variable £1ag is used to identify the type of event
and therefore, which particular 6 function is to be used
for calculating the new state. The message retrieving
mechanism though, only works if all blocks involved in
a coupling implement it.

5 Atomic DEV&DESS Block

Based on the Atomic PDEVS block, an Atomic
DEV&DESS PowerDEVS library block is developed.

5.1 Structure

The structure of the DEV&DESS embedded in Pow-
erDEVS is depicted in Figure 4. The idea is to divide
a DEV&DESS into a continuous (DESS) part that can
be implemented graphically as block diagram and into a
discrete part that can be implemented as atomic PDEVS
block. For this purpose the function Cj,; is also divided
into two parts: one for detecting state events (C}¢,) and
one for scheduling time events (C.¢,). The first one is a
component of the continuous part and the second one is
included in the atomic PDEVS definition.

The continuous part consists of A°°", f, an integra-
tor [, and of C;,. The discrete part, responsible for the
implementation of 8u, Sinr, A4, and Cl¢, is realized
as one single DEVS referred to as main block. The pri-
ority list of the coupling in Figure 4 is as follows: f, [,
C)r,,main block, A",

5.2 QSS signals

All continuous signals in DEV&DESS are described as
QSS signals in PowerDEVS. That is, they are described
as piecewise polynomial functions with jump disconti-
nuities at the merging points of two polynomials which
are smaller than a requested constant called quantum
q. The polynomials represent the Taylor polynomials
of the continuous signal with the expansion point at the
discontinuities. Every time the difference between the
current Taylor polynomial and the continuous signal or
between Taylor polynomial and a Taylor approximation
of higher order becomes equal to ¢, the expansion point
is advanced in time and the coefficients of the new poly-
nomial are sent as DEVS message. In this way, a con-
tinuous signal can be described in a discrete event man-
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Figure 4: Graphical illustration of the construction of a DEV&DESS in PowerDEVS.

ner. As in DESS piecewise continuous signals are al-
lowed, jump discontinuities bigger than g may appear
as well. Anyway, they are not caused by the signal dis-
cretisation but have already existed before.

5.3 State Events

Using QSS, state events, triggered by the continuous
state reaching a specific value, simply can be calculated
as the points in time when the current polynomial signal
representation reaches the specified value. Thus, state
events are transformed into time events.

All the signal lines in Figure 4 may transmit vecto-
rial signals. However, in PowerDEVS vectorial signals
are not sent at once but index by index resulting in tem-
porally non-valid signals during the time after the first
changed index is sent and before the last changed index
is sent. This in turn may lead to state events wrongly
indicated by C?¢,.

Further there is the case in which a state transition in
the main block leads to a state that immediately triggers
a state event. This case is declared to be prohibited.
That is, the DEV&DESS is not allowed to define state
transitions leading immediately to a state event.

5.4 Main Block

As the main block calculates 8,,; and &;,; it has to ad-
minister the entire state of the system consisting of a
discrete part s? and of a continuous part s¢. However, in
between two state transitions in the main block s¢ may
change due to Taylor polynomial expansion point ad-
vancement triggered by the integrator. Therefore, the
third input port of the main block is coupled to the inte-
grator’s output port. The input buffer of that port is si-
multaneously used as storage for the continuous state s¢
itself. The same holds for s¢ and the output buffer of the
second output port. The fourth input port of the main
block receives the result of the calculation of C?¢, and
thus, input messages at this port trigger internal transi-
tions.

f, €, and A" depend on the continuous input
signal x°. However, they are not coupled directly to it
but indirectly through the main block. This is to not
forward each single, maybe even only temporary in-
dex change in x° immediately to the continuous part.
Instead the whole new x¢ is forwarded just before the
main block calculates one of the & functions as it has to

evaluate C;;, before to being able to decide which one.
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In the following, the working principle of the main
block is expressed in form of a description of the con-
tent of the C++ functions corresponding to 8y, ta, A,
and 0;,;.

1. dext (x,t) :
Iftl<t sets,;=s,0,=0—e, On.0ld = On,
phase=’g’ and flag="n’,
if additionally 6,, =0 set flag="1i".
If input at port:

e x?: add/remove x to/from x4.

update flag:
ifx=0"'e’"—'n’, " c'—"1"’
otherwise, 'n’—"e’,’"i"—"c’
e x¢: add/remove x to/from x¢.
e 5 add change in s to y*°.
if phase='g’, apply change in s to 57,
e x*¢: add x to x%¢
If any input buffer changed, set ¢ = 0.

2. ta(t):
Return o.

3. lambda (t):
If 1<t setsyq =, Oy = O — €, Oy p1q = Op,
phase="1’" and flag="1i"
if phase=
g’ Set phase='c’.
’¢’ If x€ changed, or s # 5,4, forward x© to
y*¢, set s¢ = szld and y' =s¢, .
Further set phase="r".
Else set phase='C".

r’ If there is a pending output left in y,
set x°¢ = () and output next message.
Else, set phase='C".
'C” Ifx* # 0, update flag: "'n’+—'" 1",
14 e/ '_>I CI
phase="1"’
T if flag="1"|"1I":
calc. [sd,sc,q,,] = Sint (597,54, X°),
and y4 = /ld””(s‘;ld,sgld,e,xc).
if flag="e’:
calc. [sd,sc,c_r,,] = 8o (s, 5,5, €,x,x9),
and y4 = ld’m(sgld,sf)ld,e,xc).
if flag="c’ |’C":
calc. [sd,sc,q,,] = Sconf(s9,4,56,4, €, x5, x9),
and y4 = ld””(szld,sgld,e,xc).
Add retrieve messages to y°.
Add each change in s to y*.
Set phase='o0".

"0’ if unsent element of y* left, send it.

Else, if s¢ changed, update y*.

Else, if unsent element of yd left, send it.
Else, if unsent change of s9 left, send it.

Else, if unsent element of y¢ left, send it.

4, dint (t):
If now pending output is left and there are no
new input messages at input ports x¢ and x°,
set 0 = O,.

As the new state is part of the output of the main block
the order in which A and 6 are calculated is reversed
here. This is why & is now calculated in the C++ func-
tion lambda instead of in dint.

Since each time before § and A are calculated, C;y,
has to be evaluated, there are several different phases in
lambda to be distinguished. This is what the variable

phase is for.

Although the description above is quite elaborate, it
still does not cover every detail of the complete source
code of the Atomic DEV&DESS block. However, the
basic principles are included.

6 Conclusion

With the ever growing computational power of modern
computers also the possibilities to simulate more and
more extensive and complex models increase. How-
ever, when including more and more details into a
model, very soon a point is reached where pure dis-
crete or pure continuous models do not suffice anymore.
Production process models which include energy con-
sumption behaviour provide an example for this trend.
As a consequence the formulation and simulation of
hybrid models is demanded. Concerning the formula-
tion, DEV&DESS seems to be quite powerful. So far
though, it lacks a simulator able to rigorously imple-
ment and simulate a DEV&DESS. An approach to im-
plement DEV&DESS in PowerDEVS has been demon-
strated in this paper. As the correct definition of coupled
DEVS models is quite challenging, additionally a way
of how to implement models in PowerDEVS similar
to Parallel DEVS has been introduced. However, pro-
found theoretical investigations and a formal proof of
the correctness of the presented approaches are works
that still need to be done.
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Abstract. Developing a model for simulation is a difficult
task, in which simulation experiments play a critical role. In
modeling and simulation, domain specific languages are
widely used for model description. More and more efforts
have been put in facilitating simulation reproducibility in
recent years. This motivates the use of domain specific
languages as the means to express experiment specifica-
tions.

Domain specific languages can be used to specify different
tasks of simulation experiments, such as experiment configu-
ration, observation, analysis, and evaluation of experimental
results. More importantly, they can serve to specify crucial
observations from experiments regarding model behavior.
Therefore, with a formal description of model behavior, an
evaluation based on model checking techniques can also
benefit from domain specific languages.

In this paper, we will first discuss how domain specific
languages can be used to specify simulation experiments
and illustrate it by using the domain specific language
SESSL. We aim at dealing with stochastic models. Several
problems arise in specifying simulation experiments with
stochastic models, such as probability estimation, tolerating
stochastic noises, and robustness measurement. Domain
specific languages can help handling those problems.

Introduction

Building simulation models is a complex process, which
is both an art and a science. To ensure that models are
created at the appropriate level of abstraction and are
valid regarding certain questions of interest, the design
and execution of simulation experimentsis essential. On
the one hand, the reproducibility of simulation experi-
ment results is or should be a basic requirement for
model publication.

On the other hand, in the model development pro-
cess, the model may be revised iteratively. After the
model revision, it may be necessary to repeat the simu-
lation experiments conducted with previous versions of
model. Besides, when new models are built based on
this model, those simulation experiments can provide
useful information to assist experimentation with the
new models aswell [1].

Therefore, it is of significance to describe simulation
experiments so that they can be easily reproduced. To
enable this, an unambiguous, explicit experiment de-
scription is important. All the aspects that define the
simulation experiment should be recorded completely
and accurately, including the conditions and the results
generated from the experiments.

The advantages of domain specific languages for
model design are well-known. They enable domain
experts to build models using the vocabulary of the
domain, while hiding implementation details. For ex-
ample, languages for cell biologica models such as
ML-Rules [2] adopt a rule-based modeling style that
resembles biochemical reaction equations, whereas the
object-oriented style of Modelica [3] can easily be
mapped to components of technical systems.

However, domain specific languages can not only be
used to create models, but also to support flexibly ex-
perimentation with models. In modeling and simulation,
thereis atrend that treats the experimentation process as
a first class object, eg., in [4] and [5], where severa
individual tasks can be distinguished in this process,
such as configuration, data collection, anaysis, and
evaluation.

In this paper, we will first present the domain specif-
ic language SESSL (Simulation Experiment Specifica
tion via a Scala Layer) [6]. As our focus so far has been
on experiments with stochastic models, we will discuss
the problems and challenges in dealing with stochastici-
ty and how they can be handled by extensions of SESSL.
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1 Domain Specific Languages in
Experiment Specification

1.1 Domain Specific Languages

A domain-specific language (DSL) is a programming
language that is targeted specifically at an application
domain, in contrast to a genera purpose language. It
contains syntax and semantics that represent the concept
at the same level of abstraction that the application
domain offers [7]. According to [8], aDSL is small and
declarative, and offers expressive power focused on and
usualy restricted to a particular problem domain
through appropriate notations and abstractions.

Typicaly, two types of domain specific languages
are distinguished: internal (or embedded) DSL and
external DSL. An embedded DSL is implemented based
on a general-purpose programming language, i.e., the
host language, as an embedding. It inherits the con-
structs of its host language and adds domain-specific
primitives to provide the user a suitable modeling ab-
straction. However, its use requires typically some
knowledge of the host language. The advantage of in-
ternal domain specific languages is that less implemen-
tation effort isrequired for designing. More importantly,
they can easily be extended.

An external domain specific language, in contrast to
internal domain specific languages, is developed as an
independent language, which reguires separate interpre-
tation or compilation. They are designed ground-up;
therefore their development has more freedom without
congtraints from the host language. In modeling and
simulation, both types of domain specific languages are
used [9].

1.2 Specifying simulation experiments

One goal of specifying simulation experiments is to
allow reproducibility of the experiment and their ex-
change among different scientific groups. For that, one
has to identify what kind of information is required to
reproduce experiment results.

Several work exists on identifying requirements in
describing simulation experiments, such as Minimum
Information About a Simulation Experiment (MIASE)
[10] and Minimum Simulation Reporting Requirements
(MSRR) [11]. More detailed information can be found
in[12].

These standards define guidelines in providing an
accurate and complete description of simulation exper-
iments. As identified by MIASE, to make the descrip-
tion of simulation experiments available to third parties,
it must contain: the models to be simulated and their
configuration parameters, the simulation configuration
such as simulator to be used, the post-processing on the
raw numerical results and the description of the final
output results [10]. Simulation experiments can be in-
terpreted as a process that comprises different tasks. In
[5], six tasks are identified in a simulation experiment:
specification, configuration, simulation, data collection,
analysis and evaluation.

By combining the two perspectives above, we argue
that domain specific languages, as being able to allow
the reproducibility of simulation experiments, can be
employed to support simulation experimentation on
models from different aspects: model configuration,
simulation configuration, experiment execution, obser-
vation, analysis, and evaluation of results. We will illus-
trate this with the domain specific language SESSL.

2 SESSL

SESSL is an embedded domain-specific language for
simulation experiments [6]. It exploits the feature of its
host language Scala [13], such as meta-programming, to
allow flexible experiment set-ups. A SESSL specifica
tion can incorporate simulation agorithm, model pa-
rameters, simulation run time, parallel execution, stop-
ping conditions, replication numbers, observation, result
analysis a.s.0., as needed; however only the specifica-
tion of the model file is mandatory while a default op-
tion is provided for the rest. The actual experiment is
then performed with arbitrary simulation software that
is controlled by SESSL based on a specific binding.
Currently, a number of bindings to different simulation
systems exist, such as the binding to the modeling and
simulation framework JAMES Il [14]; additional bind-
ings can be added straightforwardly.

We illustrate the features of SESSL with an experi-
ment specification as shown in Listing 1. In this exam-
ple, a simulation experiment is specified based on
JAMES Il (line 2). This specification contains configu-
ration of the model (line 4-6), configuration of the exe-
cution machinery (line 7-10), observation (line 11-12),
evaluation of results (line 13-18) and execution (line 20).

7,
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1 import sessl._ // SESSL core

2 import sessl.james._ // JAMES Il binding

3 val exp = new Experiment with Observation with ParallelExecution with Hypothesis {
4 model = "file-mlrj:/./SimpleModel.mirj"

5 scan('a" <~ range( ), "b" <~ range(l, ), "c" <~ range( ))
6 set("'d" <~ )

7 simulator = MLRulesTauLeaping()

8 stopCondition = AfterWallClockTime(seconds = 10) or AfterSimTime(l)

9 replications =

10 parallelThreads = -

11  observe("x™)

12 observeAt(range( D))

13 assume{

14 P(Peak("'x", "peakHeight'), time >= 2 and time <= 4, "peakTime"),

15 E(Decrease("'x", "decreaseAfterPeak'), end = , "afterPeak™),

16 1d("'peakTime'™) STARTS Id("afterPeak™),

17 1d("'peakHeight') >= Id("'decreaseAfterPeak')

18 }

19 3}

20 execute(exp)

Listing 1: SESSL specification of a simulation experiment based on a binding to JAMES I1.

As SESSL can easily support experiment set-up and
execution, other analysis such as optimization is provid-
ed as well and examples on this can be found in [6]. We
moved our focus to the analysis of results. Model check-
ing is a well-established verification technique to auto-
matically analyze the dynamic behavior of models,
based on formalizing model behavior with temporal
logics, such as Linear Temporal Logic (LTL) [15]. To
support this, we extended SESSL with an additional
trait ‘Hypothesis' in [1], which allows to specify behav-
ior properties with LTL. Another language was pro-
posed to describe the properties of trgjectories in [16],
and integrated into SESSL. As shown in Listing1, a
property is specified (line 13-18), which states that the
model variable ‘x’ observed from experiments reaches a
peak between time 2 and time 4, followed by a decrease
which ends at time 10. This example shows how domain
specific languages, like SESSL, are capable to support
different tasks of simulation experiments. Meanwhile,
with the explicit, declarative SESSL experiment specifi-
cation, simulation experiments can be also reproduced.

3 Experimentation on
Stochastic Models

In many areas such as systems hiology, stochasticity
plays an important role. Stochastic models, e.g., Contin-
uous-Time Markov Chains (CTMC), provide a powerful
means to model and to analyze the dynamics of the sys-

tem of interest. When conducting experimentation with
stochastic models, certain problems need to be considered.

3.1 Probability estimation

Simulation experiments with a stochastic model require
multiple replications to gain the confidence on experi-
ment results. To analyze and evaluate the experiment
results, atypical question arises: what is the probability
that the model shows a certain behavior? Statistical
model checking [17], which is a simulation-based veri-
fication technique, has been widely used to provide
answers to this question. Several statistical model check-
ing approaches exist, such as the Bayesian approach [18]
and the Sequential Probability Ratio Test [19].

To support statistical model checking, we extended
SESSL to alow the definition of probabilistic state-
ments based on Continuous Stochastic Logic and hy-
pothesis testing [1]. The property of model behavior can
be specified in either LTL or the trgjectory language
proposed in [16]. Listing 2 specifies that with a proba-
bility of at least 0.8, the variable ‘x’ shall peak between
time 2 and time 4 and afterwards decrease until time 10.
Using hypothesis testing, the number of required simu-
lation replications can be determined. A corresponding
number of simulation trajectories are generated, against
each of which the property specification is checked.
Thus, it is possible to determine whether the model
satisfies the specification with a probability greater than

agiven threshold.



Peng et al. Domain-Specific Languages for Flexibly Experimenting

1 assume(Probability >= M

2 P(Peak('x", "peakHeight™), time >= 2 and time <= 4, "peakTime"),
3 E(Decrease("'x", "decreaseAfterPeak), end = , 'afterPeak™),

4 Id("'peakTime™) STARTS Ild("afterPeak™),

5 Id(""peakHeight') >= ld("'decreaseAfterPeak™)

6 }

Listing 2: A probability property specification in SESSL experiment: with a probability of at least 0.8, the number variable ‘X’ shall
peak between time 2 and time 4 and afterwards decrease until time 10.

3.2 Tolerating stochastic noise
Besides the uncertainty of results among different simu-
lation replications, stochasticity exists within one repli-
cation as well. In each trgjectory produced in the simu-
lation experiment, there may be some stochastic noises.
As shown in Figure 1, the observed model variable
‘X’ shows an oscillation property but with stochastic
noises. In LTL, typically an oscillation behavior can be
specified based on derivations, i.e.,

F(((dx/dt > 0)&(x > 0))&(F((dx/dt < 0)&(x < 100))))
However, with the existence of noises, the calculation of
first order derivation is not applicable any longer. Alter-
natively, it can be expressed in LTL as

G(((x<0) > F(x>100)) A ((x>100) » F(x<0)) A
F(x > 100)),

which is complex and error prone. However, it can be
described with a domain specific language in a much
more succinct manner by simply defining a predicate
named ‘Oscillation’. What's more, several parameters
can be added to alow specifying constraints on the
oscillation amplitude and period.
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Figure 1: An example of simulation trajectory generated
from experiments with a stochastic model, where

the variable ‘x’ oscillates along the time with noises.
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Figure 2: An example of simulation trajectory generated
from experiments with a stochastic model, where
the trend of x is increasing however shows some
noises.

Domain specific languages can be used as an interface
with easy-to-use predicates defined for the user, while
those predicates can be transformed into the correspond-
ing specification in temporal logics (depending on their
semantics). In this way, the existing checking agorithm
developed for tempora logics, such as [20], can be
employed.

Let us look at another example. As shown in Fig-
ure 2, in this simulation trgjectory generated from ex-
periments on stochastic model, the variable ‘x’ evolves
over time, exhibiting a trend of increase. However,
because of the stochastic noises, it is not strictly increas-
ing al the time, i.e., the first order derivation of ‘X’ is
not always larger than zero. In this casg, it is difficult to
specify the increase behavior using temporal logics with
noises taken into account.

On the other hand, there are different ways to toler-
ate the noise. In this trgjectory, one can say that variable
‘X" increases from time 0 to 200, or from time O to time
600, depending on how the noises are tolerated and how
theincrease is defined and interpreted.

7,
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Domain specific languages, which “speak” the lan-
guage of the domain, provide the possibility to flexibly
define specifications. Users can define the behavior
property in different manners, which may not be ex-
pressible formally. In the trajectory language proposed
in [16], as shown in Listing 1, several predicates are
defined to describe properties, e.g., peaking, increase,
decrease and reaching a steady state. Users can provide
algorithms to check those predicates to tolerate the
stochastic noises based on different requirements.

Taking the simulation tragjectory shown in Figure 2
as example, a predicate can be that variable ‘X’ increas-
es from time 0 to time 600.

Users can either define the semantics of increase as a
simple comparison between the starting point and the
ending point, where the predicate would hold. Or a
more complex algorithm can be defined which checks
whether the derivation of ‘X’ is within a certain a
threshold, in which case the predicate may not hold
because there is a relatively obvious decrease from time
200 to time 300 and the deviation could be out of the
given threshold.

3.3 Robustness measurement

Besides probability estimation, robustness measurement
is of interest in analysing stochastic systems. A general
definition is that ‘robustness is a property that allows a
system to maintain its functions against internal and
externa perturbations' [21]. To formally analyze ro-
bustness, a precise definition is required and this can be
performed from different perspectives.

While checking whether a behavior property holds
or not provides the yes/no answer, i.e., the satisfiability,
it may also be interesting and important to check to
which extent the property holds, or how far it is from
the property holding. Thus, the robustness degree re-
garding property satisfactory can be defined. There is
plenty of work on this type of robustness anaysis, e.g.,
[22], [23] and [24]. The behavior properties are first
specified with tempora logics, such as LTL, Metric
Temporal Logic (MTL) [25], or Signal Tempora Logic
(STL) [26]. The robustness degree is measured based on
definitions of distance between a simulation trajectory
and the formalized properties, either in space or in time.
Furthermore, for stochastic models, similar definition of
robustness has been proposed in [27], where a robust
satisfiability distribution for the formalized property can
be estimated from that of multiple replications.

So far, this type of robustness measurement is not

supported in SESSL. However, as an interna domain
specific language, it is easy to extend it. Based on exist-
ing work, a specification of robustness can be added into
current SESSL by defining functions and integrating
corresponding robustness measurement implementations.

Additionally, another common definition of robust-
ness is to measure the capacity of the model maintaining
the given behavior with respect to changes in model
parameters [28]. SESSL, as shown in Listing 1, alows
specifying model parameters in a range in addition to
single vaues (line 5-6). This provides the possibility to
define robustness regarding model parameters.

4 Conclusion

In comparison to deterministic models, experiments
with stochastic models require to take stochasticity into
account. This may include stochastic deviations be-
tween simulation runs as well as stochastic noises dur-
ing one run. Domain-specific languages for the specifi-
cation of simulation experiments such as SESSL allow
handling these problems. In particular, they can employ
existing powerful analysis and evaluation tools without
much effort, as well as integrating new ones. As do-
main-specific languages provide a natural, domain-
friendly way to document simulation experiments, their
adoption is an important step towards the reproducibil-
ity of experiments and their results.
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Treasurer W. Smit, smitnet@wxs.nl

Secretary W. Smit, smitnet@wxs.nl

Repr. ELROSIM A, Heemink, a.w.heemink@its.tudelft.nl
Deputy W. Smit, smitnet@wsxs.nl

Edit. Board SNE A. Heemink, a.w.heemink@its.tudelft.nl
Last data update April 2006

FRANCOSIM — Société Francophone de
Simulation

FRANCOSIM was founded in 1991 and aims to the pro-
motion of simulation and research, in industry and aca-
demic fields. Francosim operates two poles.

e Pole Modelling and simulation of discrete event
systems. Pole Contact: Henri Pierreval, pierre-
va@imfa.fr

e Pole Modelling and simulation of continuous sys-
tems. Pole Contact: Yskandar Hamam,
y.hamam@esiee.fr

‘c: .
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— Www.eurosim.info

#=7 y.hamam@esiee.fr

< FRANCOSIM /Y skandar Hamam
Groupe ESIEE, Cité Descartes,
BP 99, 2 Bd. Blaise Pascal,
93162 Noisy le Grand CEDEX, France

FRANCOSIM Officers
President Karim Djouani, djouani@u-pec.fr
Treasurer Francois Rocaries, f.rocaries@esiee.fr
Repr. EUROSIM Karim Djouani, djouani@u-pec.fr
Edit. Board SNE  Karim Djouani, djouani@u-pec.fr

Last data update December2012

HSS — Hungarian Simulation Society

The Hungarian Member Society of EUROSIM was estab-
lished in 1981 as an association promoting the exchange
of information within the community of people involved
in research, development, application and education of
simulation in Hungary and also contributing to the en-
hancement of exchanging information between the
Hungarian simulation community and the simulation
communities abroad. HSS deals with the organization of
lectures, exhibitions, demonstrations, and conferences.
— www.eurosim.info

#=7 javor @eik.bme.hu

P4 HSS/ Andrés Javor,

Budapest Univ. of Technology and Economics,
Sztoczek u. 4, 1111 Budapest, Hungary

HSS Officers

President Andrés Javor, javor@eik.bme.hu
Vice president  Gabor Sz(ics, szucs@itm.bme.hu
Secretary Agnes Vigh, vigh@itm.bme.hu
Repr. EUROSIM  Andrés Javor, javor@eik.bme.hu
Deputy Gabor Szdcs, szucs@itm.bme.hu

Edit. Board SNE Andrés Javor, javor@eik.bme.hu

Web EUrROSIM Gabor Szdcs, szucs@itm.bme.hu
Last data update March 2008

ISCS — Italian Society for Computer
Simulation

The Italian Society for Computer Simulation (ISCS) isa
scientific non-profit association of members from indus-
try, university, education and several public and research
institutions with common interest in all fields of com-
puter simulation.

— Www.eurosim.info

#=7 Mario.savastano@uniina.at

< I1SCS/ Mario Savastano,
c/o CNR - IRSIP,
ViaClaudio 21, 80125 Napoli, Italy

ISCS Officers
President
Vice president
Repr. EUROSIM
Secretary

M. Savastano, mario.savastano@unina.it
F. Maceri, Franco.Maceri@uniromaz2.it
F. Maceri, Franco.Maceri@uniromaz2.it

Paola Provenzano,
paola.provenzano@uniromaz2.it

Edit. Board SNE M. Savastano, mario.savastano@unina.it
Last data update December2010

LIOPHANT Simulation

Liophant Simulation is a non-profit association born in
order to be a trait-d'union among simulation developers
and users; Liophant is devoted to promote and diffuse
the simulation techniques and methodol ogies; the Asso-
ciation promotes exchange of students, sabbatical years,
organization of International Conferences, organization
of courses and stages in companies to apply the simula-
tion to real problems.

— www.liophant.org

#7 info@liophant.org

< LIOPHANT Simulation, c/o Agostino G. Bruzzone,

DIME, University of Genoa, Polo Savonese,
viaMoalinero 1, 17100 Savona (SV), Italy

LIOPHANT Officers

President A.G. Bruzzone, agostino@itim.unige.it
Director E. Bocca, enrico.bocca@liophant.org
Secretary A. Devoti, devoti.a@iveco.com
Treasurer Marina Masseimassei@itim.unige.it
Repr. ELROSIM  A.G. Bruzzone, agostino@itim.unige.it
Deputy F. Longo, f.longo@unical.it

Edit. Board SNE F. Longo, f.longo@unical.it
Web EuroSIM  F. Longo, f.longo@unical.it
Last data update December2013
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LSS — Latvian Simulation Society

The Latvian Simulation Society (L SS) has been founded
in 1990 as the first professional simulation organisation
in the field of Modelling and simulation in the post-
Soviet area. Its members represent the main simulation
centresin Latvia, including both academic and industri-
al sectors.

— briedis.itl.rtu.lv/imb/

#7 merkur @itl.rtu.lv

P4 LSS/ Yuri Merkuryev, Dept. of Modelling
and Simulation Riga Technical University
Kalku street 1, Riga, LV-1658, LATVIA

LSS Officers

President Yuri Merkuryev, merkur@itl.rtu.lv
Secretary Artis Teilans, Artis.Teilans@exigenservices.com
Repr. EUROSIM  Yuri Merkuryev, merkur@itl.rtu.lv
Deputy Artis Teilans, Artis.Teilans@exigenservices.com

Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv
Web EuroSIM  Oksana Sosho, oksana@itl.rtu.lv
Last data update December2013

PSCS - Polish Society for Computer
Simulation

PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non-profit association of members from universi-
ties, research institutes and industry in Poland with
common interests in variety of methods of computer
simulations and its applications. At present PSCS counts
257 members.
— www.ptsk.man.bialystok.pl
#=7 leon@ibib.waw.pl
P< PSCS/ Leon Bobrowski, c/o IBIB PAN,

ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland

PSCS Officers
President
Vice president

Leon Bobrowski, leon@ibib.waw.pl

Tadeusz Nowicki,
Tadeusz.Nowicki@wat.edu.pl

Z. Sosnowski, zenon@ii.pb.bialystok.pl

Zdzislaw Galkowski,
Zdzislaw.Galkowski@simr.pw.edu.pl

Repr. EUROSIM  Leon Bobrowski, leon@ibib.waw.pl
Deputy Tadeusz Nowicki, tadeusz.nowicki@wat.edu.pl
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl

Web EuroSIM  Magdalena Topczewska
m.topczewska@pb.edu.pl
Last data update December2013

Treasurer
Secretary

SIMS - Scandinavian Simulation Society

SIMS is the Scandinavian Smulation Society with
members from the four Nordic countries Denmark, Fin-
land, Norway and Sweden. The SIMS history goes back
to 1959. SIMS practical matters are taken care of by the
SIMS board consisting of two representatives from each
Nordic country (Iceland one board member).

SIMS Structure. SIMS is organised as federation of re-
gional societDjouaniies. There are FinSim (Finnish
Simulation Forum), DKSIM (Dansk Simuleringsforen-
ing) and NFA (Norsk Forening for Automatisering).

— Www.scansims.org
#=7 esko.juuso@oulu.fi

< SIMS/ Esko Juuso, Department of Process and Environ-
mental Engineering, 90014 Univ.Oulu, Finland

SIMS Officers

President Esko Juuso, esko.juuso@oulu.fi

Vice president  Erik Dahlquist, erik.dahlquist@mdh.se
Treasurer Vadim Engelson,

vadim.engelson@mathcore.com
Repr. EUROSIM  Esko Juuso, esko.juuso@oulu.fi
Edit. Board SNE  Esko Juuso, esko.juuso@oulu.fi

Web EuroSIm Vadim Engelson,
vadim.engelson@mathcore.com
Last data update December2013

SLOSIM - Slovenian Society
for Simulation and
Modelling

SLOSIM - Slovenian Society for Simulation and Mod-
elling was established in 1994 and became the full
member of EUROSIM in 1996. Currently it has 69 mem-
bers from both dlovenian universities, institutes, and in-
dustry. It promotes modelling and simulation approach-
esto problem solving in industrial as well as in academ-
ic environments by establishing communication and co-
operation among corresponding teams.

— www.sosim.si

#=7 dosim@fe.uni-lj.si

< SLOSIM / Rihard Karba, Faculty of Electrical
Engineering, University of Ljubljana,
Trzaska 25, 1000 Ljubljana, Slovenia

‘c: .
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SLOSIM Officers

President Vito Logar, vito.logar@fe.uni-lj.si

Vice president  BoZidar Sarler, bozidar.sarler@ung.si
Secretary Ales Beli¢, ales.belic@sandoz.com
Treasurer Milan Sim¢i¢, milan.simcic@fe.uni-lj.si
Repr. ELROSIM  B.Zupanci¢, borut.zupancic@fe.uni-lj.si
Deputy Vito Logar, vito.logar@fe.uni-lj.si

Edit. Board SNE Rihard Karba, rihard.karba@fe.uni-lj.si

Web EuroSIM  Vito Logar, vito.logar@fe.uni-lj.si
Last data update December2013

UKSIM - United Kingdom Simulation Society

UKSIM has more than 100 members throughout the UK
from universities and industry. It is active in all areas of
simulation and it holds a biennial conference as well as
regular meetings and workshops.

— www.uksim.org.uk
#=7 david.al-dabass@ntu.ac.uk

01 UKSIM / Prof. David Al-Dabass
Computing & Informatics,
Nottingham Trent University
Clifton lane, Nottingham, NG11 8NS
United Kingdom

UKSIM Officers

President David Al-Dabass,

david.al-dabass@ntu.ac.uk

Vice president A. Orsoni, A.Orsoni@kingston.ac.uk

Secretary Richard Cant, richard.cant@ntu.ac.uk

Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk

Membership chair K. Al-Begain, kbegain@glam.ac.uk

Univ. liaison chair R. Cheng, rchc@maths.soton.ac.uk

Repr. EUROSIM Richard Zobel, r.zobel@ntlworld.com

Deputy K. Al-Begain, kbegain@glam.ac.uk

Edit. Board SNE Richard Zobel, r.zobel@ntlworld.com

Last data update December2013

EUROSIM OBSERVER MEMBERS

KA-SIM Kosovo Simulation Society

Kosova Association for Modding and Simulation (KA —
SIM, founded in 2009), is part of Kosova Association of
Control, Automation and Systems Engineering (KA —
CASE). KA — CASE was registered in 2006 as non Profit
Organization and since 2009 is Nationa Member of
IFAC — International Federation of Automatic Control.
KA-SIM joined EUROSIM as Observer Member in
2011.

KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in
Business, Technology and Innovation, in November, in
Durrhes, Albania, an IFAC Simulation workshops in
Prigtina.

— www.ubt-uni.net/ka-case

#=7 ehajrizi @ubt-uni.net

< MOD& SIM KA-CASE
Att. Dr. Edmond Hajrizi
Univ. for Business and Technology (UBT)
LagjjaKalabriap.n., 10000 Prishtina, Kosovo

KA-SIM Officers

President Edmond Hajrizi, ehajrizi@ubt-uni.net
Vice president  Muzafer Shala, info@ka-sim.com
Secretary Lulzim Beqiri, info@ka-sim.com
Treasurer Selman Berisha, info@ka-sim.com
Repr. EUROSIM  Edmond Hajrizi, ehajrizi@ubt-uni.net
Deputy Muzafer Shala, info@ka-sim.com

Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net
Web EuroSIM Betim Gashi, info@ka-sim.com
Last data update December2013

ROMSIM - Romanian Modelling and
Simulation Society

ROMSIM has been founded in 1990 as a non-profit so-
ciety, devoted to theoretical and applied aspects of mod-
eling and simulation of systems. ROMSIM currently
has about 100 members from Romania and Moldavia.
— www.ici.ro/romsiny
#=7 Sflorin@ici.ro
> ROMSIM / Florin Stanciulescu,
Nationa Institute for Research in Informatics, Averescu
Av. 8 —10, 71316 Bucharest, Romania
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ROMSIM Officers
President
Vice president

Florin Stanciulescu, sflorin@ici.ro

Florin Hartescu, flory@ici.ro
Marius Radulescu, mradulescu@ici.ro

Repr. EUROSIM  Florin Stanciulescu, sflorin@ici.ro
Deputy Marius Radulescu, mradulescu@ici.ro
Edit. Board SNE Florin Stanciulescu, sflorin@ici.ro
Web EUROSIM Zoe Radulescu, radulescu@ici.ro

Last data update December2012

RNSS — Russian Simulation Society

NSS - The Russian National Simulation Society
(HammonansHoe OOmectBo MmurarmonsHoro Momenu-
posanus — HONM) was officialy registered in Russian
Federation on February 11, 2011. In February 2012 NSS
has been accepted as an observer member of EUROSIM.
— www.simulation.su

#=7 yusupov@iias.spb.su

< RNSS/R. M. Yusupov,

St. Petersburg Institute of Informatics and Automation
RAS, 199178, St. Petersburg, 14th lin. V.O, 39

RNSS Officers

President R. M. Yusupov, yusupov@iias.spb.su
Chair Man. Board  A. Plotnikov, plotnikov@sstc.spb.ru
Secretary M. Dolmatov, dolmatov@simulation.su
Repr. EUROSIM R. M. Yusupov, yusupov@iias.spb.su
Deputy B. Sokolov, sokol@iias.spb.su

Edit. Board SNE Y. Senichenkov, sneyb@dcn.infos.ru

Last data update February 2012

SNE - Simulation Notes Europe

Simulation Notes Europe publishes peer reviewed
Technical Notes, Short Notes and Overview Notes on
developments and trends in modelling and simulation in
various areas and in application and theory. Furthermore
SNE documents the ARGESIM Benchmarks on Model-
ling Approaches and Smulation Implementations with
publication of definitions, solutions and discussions
(Benchmark Notes). Special Educational Notes present
the use of modelling and simulation in and for education
and for e-learning.

SNE is the official membership journal of EUROSIM,
the Federation of European Simulation Societies. A
News Section in SNE provides information for EU-
ROSIM Simulation Societies and Simulation Groups. In
2013, SNE introduced an extended submission strategy
i) individual submissions of scientific papers, and ii)
submissions of selected contributions from conferences
of EUROSIM societies for post-conference publication
(suggested by conference organizer and authors) — both
with peer review.

SNE is published in a printed version (Print ISSN
2305-9974) and in an online version (Online 1SSN
2306-0271). With Online SNE the publisher ARGESIM
follows the Open Access strategy, allowing download of
published contributions for free. Since 2012 Online SNE
contributions are identified by an DOI (Digita Object
Identifier) assigned to the publisher ARGESIM (DOI pre-
fix 10.11128). Print SNE, high-resolution Online SNE,
source codes of the Benchmarks and other additional
sources are available for subscription via membership in
aEUROSIM society.

Authors Information. Authors are invited to submit
contributions which have not been published and have
not being considered for publication elsewhere to the
SNE Editorial Office. SNE distinguishes different types
of contributions (Notes):

o Overview Note — State-of-the-Art report in a specific area,
up to 14 pages, only upon invitation
e Technical Note— scientific publication on specific topic in
modelling and simulation, 6 — 8 (10) pages
o Education Note —modelling and simulation in / for educa-
tion and e-learning; max. 6 pages
o Short Note — recent devel opment on specific topic,
max. 4 pages
o Software Note — specific implementation with scientific
analysis, max 4 pages
e Benchmark Note — Solution to an ARGESIM Bench-
mark;basic solution 2 pages, extended and commented so-
Iution 4 pages, comparative solutions on invitation
Interested authors may find further information at SNE’s
website - www.sne-journal.org (layout templates for
Notes, requirements for benchmark solutions, etc.).

SNE Editorial Office /ARGESIM
— WWwW.sne-journal.org, www.eurosim.info

#=7 office@sne-journal.org (info, news)

#=7 eic@sne-journal.org Felix Breitenecker
(publications)
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A modern approach to

modeling and simulation

&
MapleSim

With MapleSim, educators have an
industry-proven tool to help bridge
the gap between theory and practice.

e MapleSim illustrates concepts, and
helps students learn the connection
between theory and physical behavior

» A wide variety of models are available
to help get started right away

, e i MapleSim is built on Maple, which combines
i o —— the world’s most powerful mathematical
t e, s computation engine with an intuitive, “clickable”

user interface.

To learn more about how you can reinforce engineering concepts
using a combination of theory, simulation, and hardware, view this webinar.

www.maplesoft.com/SNEWebinar

Contact us: +49 (0)241/980919-30

Manlesoft www.maplesoft.com | germany@maplesoft.com
© 2015 Maplesoft, ein Bereich von Waterloo Maple Inc., 615 Kumpf Drive, Waterloo, ON, N2V1K8, Kanada. Bei Maplesoft, Maple und MapleSim

Mathematics « Modeling = Simulation handelt es sich jeweils um Warenzeichen von Waterloo Maple Inc. Alle anderen Warenzeichen sind Eigentum ihrer jeweiligen Inhaber.
A Cybernet Group Company



Parlez-vou
MATLAB?

Uber eine Million Menschen weltweit sprechen
MATLAB. Ingenieure und Wissenschaftler in
allen Bereichen — von der Luft- und Raumfahrt
tiber die Halbleiterindustrie bis zur Bio-
technologie, Finanzdienstleistungen und

Geo- und Meereswissenschaften — nutzen
MATLAB, um ihre Ideen auszudriicken.
Sprechen Sie MATLAB?

Modellierung eines elektrischen
Potentials in einem Quantum Dot.

Dieses Beispiel finden Sie unter:
www.mathworks.de/ltc
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